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FOREWORD

In 1976 the magazine IEEE Transactions on Information Theory fea-
tured a ten-page article by mathematicians Whitfield Diffie and
Martin E. Hellman titled »New Directions in Cryptography«. The
article described the protocol for the safe exchange of encryption
keys via an unprotected medium, and the idea of an encryption sys-
tem using public keys was born.

One night in April one year later, while laid up with a massive
headache (Dupuis 1999), Ronald L. Rivest thought up a new coding
algorithm that would be based on the system of public keys and
would enable digital signatures. He wrote down the algorithm and
sent it to his colleagues Adi Shamir and Leonard M. Adleman. The
three authors, who at the time were newcomers to the area of crypt-
ography, described the problem in a scientific article and submitted
it for publication in Scientific American. The article was published in
September 1977. The authors offered to send technical details of the
algorithm free of charge to anyone submitting a self-addressed,
stamped envelope. They received thousands of requests from all
over the world. Another article by the same authors titled »A Method
for Obtaining Digital Signatures and Public-Key Cryptosystems«
appeared one year later in Communications of the ACM. It con-
tained an explanation of the algorithm, which was named RSA after
the initials of the authors (RSA Laboratories 2000, 12). The RSA algo-
rithm proved to be an exceptionally powerful cryptographic system,
meaning that the messages coded using this algorithm were
extremely difficult to break.

Fourteen years later, in 1991, the computer programmer Philip R.
Zimmermann wrote PGP (Pretty Good Privacy), a PC-based program
for the coding of electronic messages and electronic files based on
the RSA algorithm. The program was not only user friendly, accord-
ing to the standards of the time, but also highly efficient. The year of
its publication was the year in which the US Senate discussed a bill
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envisaging heavy restrictions on the use of cryptography in civilian
matters. In order to neutralize the impact of this law, should it be
adopted, Zimmerman released his program as freeware, placing it
on the Internet and allowing free copying. Within a relatively short
time the program spread across the world. 

One would expect that these apparently unimportant events occur-
ring over a span of 15 years would be of interest only to a handful of
mathematicians and computer experts. But developments took a dif-
ferent turn. In reality, this apparently inconsequential mathematical
discovery proved to have much greater influence than anyone could
have imagined at the end of the 1970s. This event, and in particular
the implementation of the RSA algorithm, spurred into action the
US judicial system as well as the inteligence services. And nothing
was ever the same again. 
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PRIVACY, SURVEILLANCE
AND TECHNOLOGY

We live in a society which, on the one hand, places stress on individu-
ality and privacy, but on the other, we are also witnessing an
increase in surveillance. Surveillance is frequently linked to the level
of democracy or to the authoritarian character of a society. It
undoubtedly affects privacy but is also connected with security and
organization. Yet can one say that surveillance in itself is good or
bad?

When studying privacy and surveillance, one necessarily encoun-
ters the paradox of its duality. Surveillance is both good and bad.
Today surveillance of individuals is a means of social control and of
ensuring social participation. Furthermore, we cannot overlook the
close connection between surveillance and technology. Information
technologies are intended for the collection and processing of all
types of data and information – data and information about the soci-
ety and environment in which we live, and about the individuals sur-
rounding us. The information society is a surveillance society. It is
not surprising then that contemporary information technologies
have such a high significance for national security and that the
issues of privacy are addressed with increasing frequency by polit-
ical activists, civil society representatives and trade unions.

Any study of surveillance and privacy sooner or later brings us to
the issue of technology. Technology as such is not good or bad either.
The essential question is the purpose of its use – many technologies
can be exploited for purposes that no one could have imagined at
the time of their advent. This conclusion is applicable not merely to
specialized technologies, but also to those that are already used, or
will be soon used on a mass scale.

The caller ID service only became widely known in Slovenia with
the introduction of GSM telephony and ISDN fixed telephony,
although the technology was developed in 1987. The identification of
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the caller’s ID number has several obvious advantages. During a
trial period in Canada in 1991, the police recorded a dramatic
decrease in the number of obscene anonymous telephone calls and
harassment by phone (Lyon 1994, 149). But in the US opinions were
nevertheless divided, because the possibilities for abuse became
obvious before long. Soon after the digitalization of the telephone
networks in the US and the introduction of ISDN telephony in the
1990s, American companies began to exploit the caller ID facility for
socio-economic and geo-demographic purposes. On receiving a tele-
phone call, a company could now retrieve from its database con-
sumer’s profile and even his/her preferences. This triggered
protests on the part of consumers, because, on the one hand, data-
base information was in many cases either outdated or inaccurate,
while on the other, this information was occasionally used to dis-
criminate against specific types of consumers on the basis of their
demographic profile, particularly race or residential location.

It is well known that the source of a radio signal can be located
quite accurately using the triangulation method. This method is used
for the detection of illegal radio stations, as well as in rescue actions
e.g. of wrecked ships, by radio amateurs and so on. But it can also be
used to locate mobile phone users, since mobile telephones transmit
radio signals too. Roughly speaking, two methods are in use: a ter-
minal-based (or a handset-based) solution, where the location is iden-
tified and transmitted to the network by the mobile device itself, and
a networked-based solution where the location is determined by the
network (Leskovšek 2001, 19). Terminal-based solutions are very
accurate (with a range accuracy as low as 50 to 5 meters), but also
rather costly. In addition, their implementation would be a long
process since it would require the replacement of all mobile hand-
sets with new ones that support the location identification option
(e.g. using the GPS satellite navigation system). Much cheaper and
more readily accessible, although less accurate (100 to 1100 meters),
are network-based services; some are already in use (Leskovšek
2001, 20). 

Mobile services constitute an important market niche for GSM
operators. The identification of the user’s location enables the local-
ization of information services, tracking of users, provision of navi-
gational services, management of geographically dispersed resour-
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ces and the like (Leskovšek 2001, 21). For example, the US company
Streetbeam already markets its products by sending SMS to mobile
telephone users who approach their advertising points.1 This type of
advertising is undoubtedly bound to evolve towards interactive
advertising billboards which will be capable of detecting and identi-
fying the user and sending personalized advertisements. Of course,
the identification and recording of the location may also have nega-
tive consequences for the user.

On November 4th, 1996 the Resolution on the lawful interception of
communications was published in the Official Journal of the
European Union (ref. C 329, pages 1–6). The first part of the reso-
lution includes the statement that legally authorized interception of
telecommunications is an important tool for the protection of nation-
al interest, in particular national security, and the investigation of
serious crimes. The second part lists a series of detailed require-
ments that must be fulfilled by telecommunications companies.
Among these is a requirement to supply on request information
about the location of a mobile telephone user.2 One problem in con-
nection with this is the storage of data. Article 15 of EU Directive
2002/58 about the processing of personal data and privacy protec-
tion in e-communications allows the storage of traffic data for a
limited period of time (Možina 2002, 4). Since this enables EU mem-
ber states to prescribe the duration of data storage for telephone
operators (among those is information about the location of the
user), state authorities can trace every movement of virtually every
individual. Some law experts have thus stressed that the privacy of
location deserves legal protection equal to that accorded to commu-
nication content (Možina 2002, 5).

Today it is almost impossible to imagine life without ID cards and
smart cards which enable us to carry out everyday tasks such as
shopping, or to access health services. However, the initial purpose
of identification cards was to enforce the registration of enemies of
the state (Banisar et al. 1999). Identification cards were first intro-

P R I V A C Y ,  S U R V E I L L A N C E A N D T E C H N O L O G Y

1 3

1 For more on this see http://www.streetbeam.com.
2 The same demand is found under item 6 of Article 4 of the proposal for the Rules about

Software Applications and Interfaces for Lawful Interception of Communications, pre-
pared by the Ministry of Information Society and submitted to public discussion on
December 20th 2002.



duced in the Netherlands during the Nazi occupation, following a
proposal by the Dutch statistician Jacobus Lambertus Lentz. These
ID cards included a photograph, a fingerprint and a signature, but
also information on whether a person was of Jewish nationality.
Black maintains that ID cards were the first step towards the real-
ization of the Holocaust in the Netherlands, since identification was
followed by deportations (Black 2002, 388–389). 

In addition to personal ID cards, various other cards such as bank
or shopping cards which carry information on the user’s identity
may also be classified as identification cards. Unlike ordinary iden-
tification cards, which carry only pre-defined information, smart
cards include a memory chip where data are stored in the process.
The most important argument in support of smart cards is that they
enable users to have better control over their personal data (Lyon
1994, 150). However, as Lyon pointed out, the use of smart cards also
enables the merging of public (government) and commercial (pri-
vate) databases. In Slovenia, for example, the idea of using health
insurance cards for the identification of students has already been
proposed some time ago. Even though no major technical obstacles
stand in the way of such a solution, the legal restrictions would very
likely be insurmountable. As Chaum has concluded, the use of such
cards poses an increasing threat to privacy (Chaum 1996, 235).

Biometry is the process of collection, processing and storage of
data about the physical characteristics of individuals for the pur-
pose of their identification. The most popular forms of biometry are
iris scan, hand geometry, fingerprint and thumb print scans, and
voice and face recognition. Other systems are currently in the
process of development, among them typing and pen usage pattern
recognition (speed of writing, pressure of the pen etc.). The inter-
national airport Ben Gurion in Tel Aviv, where hand geometry scan-
ning is already in use (Mesenbrink 2002), and Amsterdam’s Schiphol
airport, which uses iris scans (Amsterdam 2001), are proof that
these technologies are not science fiction. After the September 11th

attacks, airport security providers at several US airports began to
consider the use of face-recognition systems. This system was
already in use in Tampa, Florida, by January 2001, while in July 2001
a similar project that should facilitate the tracking down of criminals
and missing children was launched in Virginia Beach (EPIC 2002).
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An even more controversial biometric method is DNA identification.
According to the Privacy and Human Rights Report, the police
forces of several countries, among them the US, Germany and
Canada, were establishing national databases of DNA samples
(Banisar et al. 1999). There is no doubt that biometry opens new sur-
veillance options, so it comes as no surprise that the ideas about the
general use of biometry at airports were put forward soon after
the terrorist attacks on New York on September 11, 2001 (Manjoo
2001).

Despite the fact that wiretapping and secret video taping in pri-
vate facilities are prohibited, many countries – among them Slovenia
– do not legally restrict the sale of audio bugs and secret video sur-
veillance cameras. This equipment is relatively cheap and accessible
to a broad segment of consumers. The Privacy & Human Rights
Report includes an estimation made in 1996 that 200,000 bugs were
sold each year in Britain, with this number being even greater in
Asian countries (Banisar et al. 1999).

Similarly, CCTV systems (Closed Circuit Television System) are
today massively used in public buildings and public spaces.
According to an interim report on the technologies for political con-
trol by the STOA research team (Scientific and Technological
Options Assessment of the European Parliament), the technology of
visual surveillance has dramatically advanced recently. Its hard-
ware components have been reduced to miniature proportions,
while the use of state-of-the-art technologies and new algorithms
enables comparison, storage and collation of recorded images. One
such example is vehicle recognition systems that have been avail-
able on the market since 1994 (STOA 1998). Their basic purpose is
the monitoring of traffic, but they can be used to identify the regis-
tration numbers and monitor the movement of vehicles.3 The
authors of the STOA study have concluded that »we are at the begin-
ning of a revolution in ‘algorithmic surveillance’ – effectively data
analysis via complex algorithms which enable automatic recogni-
tion and tracking« (STOA 1999). According to this report, these sys-
tems have even found their way into the capital of Tibet, even though
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the city has no difficulties whatsoever with traffic. The Chinese gov-
ernment used a similar system during the 1989 student protests at
Tiananmen square for the identification of protest leaders (STOA
1999).

The power of video surveillance in combination with other tech-
nologies such as movement detection, enlargement techniques and
infrared cameras, can be augmented still further. Another method
of implementing visual control is by means of satellites. Satellite
images are already used for various purposes, for example, in
reports from crisis spots, to assess the scope of damage caused by
environmental disasters, and even to detect unlawful construction
sites (Banisar et al. 1999). Satellite surveillance is not limited to state
agencies only, but it also includes commercial variants.4 In addition,
it enables the linking of satellite pictures with GIS databases
(Geographical Information System) and through them with other
databases.

The development of wiretapping technologies is no less fascinat-
ing. »Wiretap friendly« phone systems make wiretapping a simple
task (Banisar et al. 1999). In 1994 the US introduced the Digital
Telephony Act stipulating that the telephone switches used by tele-
phone companies should include remote wiretapping ports. This
considerably facilitated the work of the FBI. Today all new telephone
switches have the remote wiretapping option, but the problem is that
these switches are also available to private persons (e.g. companies)
who are not subject to such strict supervision as public telephone
operators.

Of course, these interception and wiretapping technologies are
also present in virtual space. As early as 1994, in his testimony
before the US Senate, Phil Zimmerman alerted the public to the
interception of electronic messages, saying that, thanks to modern
technology, this task was routine, automatic and discreet, and could
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be performed on a large scale (Zimmerman 1993). Today this type of
surveillance is already in place on the Internet. The system in ques-
tion, to which I will return later in this book, is called Carnivore. In
addition, there are other computer programs for mass control of
electronic messages – these determine, for each message, the likeli-
hood that it is suspicious, with those deemed most suspicious being
analyzed by man.5

The Privacy & Human Rights Report states that in 1998 the
European Parliament obtained evidence that the American National
Security Agency »in collusion with the British Government has cre-
ated the means to intercept almost every fax, email and telephone
call within the European Union« (Banisar et al. 1999). The system in
question is called ECHELON and was originally developed to inter-
cept communications by the former Soviet Union, China and other
countries that jeopardized (or were alleged to jeopardize) the secu-
rity of west European states and the US. In its report to the Euro-
pean Parliament dated May 4th, 2001, the EU Temporary Committee
on the ECHELON Interception System wrote that »the system for
intercepting communications exists … What is important is that its
purpose is to intercept private and commercial communications,
and not military communications« (Temporary Committee on the
ECHELON Interception System 2001, 88).6

Notwithstanding the agitation caused by the report on ECHELON,
the European Union has set itself the objective of harmonizing
national legislations on wiretapping7, meaning that the surveillance
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(Oakes 1999).
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of communications is being globalized. This has also been con-
firmed by the Working Group on Police Cooperation, in a report
dated June 1995 where it is stated that new telecommunications sys-
tems represent »a global problem, which looks like it can only be
controlled by global cooperation« (Statewatch Report 1999).
According to the EU officials, legally permitted interception of
telecommunications is an important instrument for the protection of
national interest, national security and investigation of serious crim-
inal offenses (Council Resolution 1996, 1–6).

With our society being indisputably characterized by a high level
of surveillance, it seems appropriate to raise the question of its pur-
pose and consequences. This essay is devoted to the issues of sur-
veillance and privacy in contemporary information society, while
placing stress on the specific features of the Internet. I shall exam-
ine existing conditions in the area of privacy in Slovenia and attempt
to provide certain guidelines for the more efficient protection of
privacy.
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SURVEILLANCE SOCIETY

The issue of (social) control was among the most important subjects
of sociology in the 19th century. Sociologists argued that social con-
trol was positive and that it was a prerequisite for order and for the
coexistence of people in society. Ross argues that effective coopera-
tion among individuals requires a high level of social order (Ross
1969, 2), while a high level of social organization presupposes some
kind of control or surveillance. But society also needs an authority
to delimit the conflicting interests of individuals. According to Ross,
in static societies habit can be a substitute for authority, while in
changing societies this authority must be external (Ross 1969, 40). He
also argues that institutions of an artificial order are necessary
because of social inequality and economic differentiation (Ross 1969,
42, 56). 

Cooley holds a similar opinion. According to him, if there exists a
certain whole, a certain community, the objective of the individual
should be to serve that community; life in a bigger community calls
for self-control and discipline in organizational matters (Cooley
1993, 39, 152). Cooley further argues that no individual exists outside
society and that there is no freedom without organization. In his
opinion there are two types of individuality: one is the individuality
of isolation and the other the individuality of choice. The latter is
desirable in social life because it makes life rational and free rather
than random and local (Cooley 1993, 47, 93).

This led many sociologists to see primarily the positive side of sur-
veillance. »The very idea of truth and reason in human affairs can
hardly prevail under a system which affords no observation to cor-
rborate it.« (Cooley 1993, 185). In his opinion, »modern democracy
aims to organize justice, and in so far as it succeeds it creates a
medium in which truth tends to survive and falsehood to perish.«
(Cooley 1993, 184). Viewed from this perspective, surveillance of indi-
viduals does not have negative connotations, since social control is
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concentrated or dispersed in proportion with people feeling the
need for guidance and protection (Ross 1969, 78). Both Ross and
Cooley entertained ideas about self-aware individuals and self-con-
trol. Cooley’s ideal was an individual who would be self-aware and
committed to his/her work, while perceiving himself/herself as part
of a large and cheerful whole.

On the other hand, control was also treated as an activity per-
formed by social subjects, primarily state agencies and capitalist
entrepreneurs with a view to achieving specific objectives.  Marx
viewed control from the perspective of the struggle between labor
and capital; for him, surveillance of workers was a means of exert-
ing managerial control in the interest of capital whose purpose was
to ensure competitiveness – i.e. maximization of production – while
keeping costs at the lowest possible level.8 Accordingly, surveillance
of workers was aimed at achieving their compliance and discipline,
so for Marx it had negative connotations. Weber associated surveil-
lance with the organization and efficiency of bureaucracy. For
Weber, a rational administration was a combination of knowledge
and discipline, while rationality of a modern organization manifests
itself through book keeping or record keeping based on written doc-
uments (Lyon 1994, 7, 25–26).

One of the most important theoretical shifts in the study of control
was introduced by Michel Foucault. While both Marx and Weber
treated surveillance as a means of control, Foucault brought into
focus another perspective – the relation of surveillance to power and
discipline. Foucault thus speaks about the »disciplining of the bodies«
(Foucault 1984, 138). He argues that in the course of the 17th and 18th

centuries the disciplines became general formulas of domination.
Modern societies developed various instruments of disciplining that
invariably include the techniques and strategies of power, so
Foucault named them »disciplinary societies«. In his words, the
objective of discipline is to produce »subjected and practiced bodies,
docile bodies« (Foucault 1984, 137–138). He maintains that the disci-
plining mechanisms developed by modern societies subtly and indi-
rectly enforce the normative performance of individuals and, since
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individuals are disciplined through surveillance, Foucault argues
that surveillance is a means of subjection.

In formulating his influential theoretical approach to surveillance,
Foucault drew on the Panopticon, a model presented to the British
Government by Jeremy Bentham in 1791. The main effect of the
Panopticon is the maintenance of control by creating in prisoners
the impression that they are incessantly watched by an invisible eye.
What is essential here is the invisibility of the observer, which
inspires in prisoners a feeling of uncertainty and through it triggers
the mechanisms of self-control. Foucault thus says: »He who is sub-
jected to a field of visibility, and who knows it, assumes responsibil-
ity for the constraints of power; he makes them play spontaneously
upon himself; he inscribes in himself the power relation in which he
simultaneously plays both roles; he becomes the principle of his own
subjection.« (Foucault 1984, 202).

According to this view, power is not a possession but a strategy.
The panoptic effect is attained by exploiting uncertainty to achieve
voluntary subordination of individuals. Observation should there-
fore be asymmetric or hierarchical. Lyon noted that the asymmetric
gaze has become part of the modern project of destroying certainty
(Lyon 1994, 65). The awareness that one is constantly visible induces
voluntary subordination, that is to say, the establishment of domina-
tion on the micro-level, while visibility becomes a kind of trap.9

According to Foucault, the Panopticon is a political technology which
operates through subtle coercion and sustains power. It helps to
maintain the fundamental balance in society, so modern society is
afraid to eliminate surveillance.

Foucault directly links surveillance to the subjection of individuals
and their disciplining. The panoptic effect was also the subject of
George Orwell’s widely acclaimed novel 1984 where he described a
totalitarian society in which the mysterious Big Brother exerts con-
trol by way of telescreens, with an individual never knowing whether
or not he is being watched. The consequence of such surveillance is
a high level of self-censorship and eventually, a fully totalitarian soci-
ety. Or, as Servan says in the foreword to Foucault’s Discipline and
Punish: 

S U R V E I L L A N C E S O C I E T Y
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»A stupid despot may constrain his slaves with iron chains; but a
true politician binds them even more strongly by the chain of their
own ideas; it is at the stable point of reason that he secures the end
of the chain; this link is all the stronger in that we do not know of
what it is made and we believe it to be our own work … and on the
soft fibers of the brain is founded the unshakeable base of the
soundest of Empires« (Servan in Foucault 1984, 102).

Control in the form of property registration and censuses was
introduced, as Lyon observed, with the intention of establishing
order and obtaining a clear picture, and consequently, of reinforc-
ing power. Furthermore, the origin of control is closely related to the
perception of time in modern society. In contrast to traditional soci-
eties, work routines in the modern environment are tied to the clock
which coordinates human activities. During the early stages the
timetable and the clock enabled the capitalist manager to achieve
day-to-day monitoring and control of workers (Lyon 1994, 34–35, 46).
Today, the role of the clock has been transferred to the computer,
which has been increasingly taking over the function of coordina-
tion of human activities in time-space.

Systematic mass surveillance, as we have come to know it in mod-
ern society, emerged with the advent of military organizations,
industrial towns, state administrations and capitalist enterprises,
but it made a quantum leap in the 20th century with the introduction
of information technologies and microprocessors. As a conse-
quence, privacy became a serious problem.

Beniger says that information processing is fundamental to every
objective-oriented activity (Beniger 1986, 434), so it is no wonder that
surveillance is so closely connected with modern organizations.
Frank Webster concludes that »organisation and observation are
Siamese twins, which have grown together with the development of
the modern world« (Webster 1995, 54). Beniger hence speaks of the
control revolution in the 20th century and compares it to the indus-
trial revolution of the 19th century. The essential feature of the con-
trol revolution is the possibility of exploiting information (Beniger
1986, 427), which is an issue related to both organization and tech-
nological development.

An important element of modern control is the production of indi-
vidual dossiers (in the form of databases), which has led Lyon to use
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the term »dossier society« (Lyon 1994, 29–30). Individuals are ever
more reduced to their own dossiers. One virtually cannot exist with-
out being subject to surveillance and without a record about
him/her existing somewhere. Therefore, by participating in social
life (by exercising civil rights, health insurance rights, employee’s
rights), we submit to surveillance. The dossiers can be used to con-
trol the activities and needs of people, but they also enable control
over past events. Since control is embedded in every type of organi-
zation, it is practiced by both the state and the private sector. This
said, we have to point out that the driving force behind this process
is increasingly the private sector. Control affects individuals both as
consumers and as citizens. While the state uses control to ensure
external and internal security and to execute administrative tasks,
capitalist organizations take as their starting point individual free-
doms, while trying to identify consumer’s wishes as accurately as
possible and to adapt their offer accordingly. Control, therefore,
takes on the form of the »supervision of people«, mainly exploited by
the state and the ruling powers, and of »data gathering«, which is the
basis for the supervision of consumers (Lyon 1994, 11).

Even though stress is placed mainly on the negative aspects of sur-
veillance, it also has its positive side. It facilitates provision of secu-
rity and maintenance of order, and in relation to organization, it
introduces order into social life. Therefore, when studying control
we confront an interesting paradox (duality): it is a means of both
social control and of ensuring social participation. Lyon has
observed that surveillance expanded with democracy since it is
closely connected with the demand for equality. The demand that all
citizens should be treated equally and be able to exercise their rights
entails a need for the differentiation of individuals (Lyon 1994, 24, 31).

Modern society displays a growing trend towards an even higher
degree of control. Data classification, gathering and recording is in
the process of expansion, while the lives of ordinary people have
become increasingly transparent. The ambition of the state is to see
and to have control over everything, and that of private enterprise
is not much different. »Surveillance is maximized in the modern
state« says Giddens (quoted in Webster 1995, 70). Webster therefore
suggests that the term »surveillance society« would be more ad-
equate than »information society«. 
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Surveillance in the workplace and
surveillance of consumers

As already pointed out, control is not limited to the state but is also
exploited by private companies. One crucial element of 20th century
capitalist management is surveillance of the labour force, a doctrine
that has been taken to its extreme by Taylorism. Surveillance of
employees involves several conflicting interests. Klemenčič men-
tions the interests of three subjects. One is the interest of the employ-
er, who is usually the owner of the work equipment (computers,
telecommunications network and other hardware) used by employ-
ees. The employer’s interest is for this equipment to be used in accord-
ance with its intended use, to prevent abuse and to detect and sanc-
tion transgressors. The ultimate objective is the reduction of costs
and higher productivity. On the other hand, there is the interest of
the employee, who expects a certain level of privacy and autonomy
in the workplace. It has special implications in cases where the
employee has not been acquainted beforehand with the surveillance
of telephone communications or electronic mail, or has not given
express consent. Unlike in the US, where in principle employee pri-
vacy is not legally protected but these issues are left to the discretion
of individual companies, European legislation is much more protec-
tive of employees. In the well-known case of Halford, the European
Court for Human Rights stated that an employee justifiably expects
privacy in the workplace. Similarly, the Recommendation of the
European Council R(89) 2 specifies that employees have the right to
establish personal and social contacts at work. Finally, there is also
the interest of the third party, one who communicates with an
employee and is not necessarily aware that a specific communica-
tion act involves the use of work equipment that is subject to surveil-
lance (Klemenčič et al. 2001, 188–189).

Technically and organizationally, surveillance in the workplace is
becoming increasingly easy, especially so in companies which use
their own telecommunications equipment (e.g. telephone switches, e-
mail servers etc.) featuring surveillance options identical to those
used by public telecommunications operators, even though private
telecommunications networks are far less supervised than public
networks (or not supervised at all). Nevertheless, both the legislation
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and the judicial practice specify that employees justifiably expect a
certain level of privacy in the workplace and that they must be
acquainted with and give their consent to any intrusion into their
privacy, while the scope and form of surveillance should be reduced
to a minimum which, however, still enables the attainment of the
objective of such surveillance. Finally, protection of the privacy of
any third party must also be taken into account.

Yet commercial companies do not limit themselves to the surveil-
lance of employees, but, in their attempts to improve the organiza-
tion of their businesses, they have begun to collect data about their
customers and consumers. The roots of this practice date from 1920
when Alfred Sloan of General Motors, US, began to collect con-
sumer data and build customer profiles. The gathering of socio-eco-
nomic and geo-demographic data thus became part of market
research (Lyon 1994, 139). In 1930 IBM pioneered a commercial solu-
tion for this type of surveillance of consumers. This trend continued
later with the demand for freedom of information (e.g. Freedom of
Information Act in the US), so even census data became publicly
accessible and were linked to other data gathered by commercial
companies. Batagelj, for example, gives the example of Abacus
Alliance, US, one of the biggest providers of consumer databases.
Abacus  was collating data on on-line purchases. In 1997 there were
more than two billions sales transactions (Batagelj 1997).

The introduction of new management concepts and post-Fordist
production models, in which the significant environment of an
organization has been expanding ever more widely, added to the
importance of consumer surveillance. The just-in-time concept based
on the principle of no-stocks, in which supply is closely matched to
demand, is one direct generator of the need for consumer surveil-
lance. Another such concept is Total Quality Control, which strives to
build consumers’ wishes into production. 

The importance of amassing consumer information became even
more obvious in the period 1980–1992 when direct-mail marketing
reached such proportions that the market became saturated and
the effect of direct marketing dropped below the desired level.
Companies thus began to distinguish consumers on the basis of
their geographical location, following the realization that the US
postal code was a good indicator of material status. Over time social,
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psychological and demographic data were also added to the reper-
toire of differentiating factors, and statistical analysis of consumers’
responsiveness (responsegraphics) was introduced (Batagelj 1997).
Current trends move in the direction of increasingly individual
treatment, for example, personalized letters and advertisements. Of
course, this generates the need to gather more and more items of
information about a consumer. Even though information is osten-
sibly gathered to the benefit of consumers, with the aim being the
adaptation of the product offer to the consumers’ tastes and wishes,
the information so obtained can lead to discrimination against cer-
tain groups, on the basis of either their buying power or their pref-
erences.

Information technology is indispensable for this kind of data col-
lection and analysis, particularly in dispersed (decentralized) con-
trol. The main reason is that it enables exceptionally efficient colla-
tion of data.

Surveillance and information technology

Surveillance would undeniably be in use even without information
technology, but it would not be as thorough and all-pervading. The
history of the census is a good illustration of the advantages intro-
duced by information technology.

The census has always been an issue of huge importance for state
administrations, but it also presented a formidable task. The biggest
problem was the analysis, not the gathering, of data. In the pre-com-
puter era the sorting, cataloguing and counting of data was a time-
consuming and labor intensive task. Towards the end of the 19th

century Herman Hollerith invented a special device for data pro-
cessing. Hollerith’s machine, as it came to be known, is held to be the
predecessor of the computer. The device was first used in the US for
the analysis of the 1890 census data, and the savings amounted to
approximately 5 million dollars. Hollerith’s device made data analy-
sis both cheaper and faster. The benefits were soon recognized not
only by governments but by commercial enterprises as well. Yet the
faster and cheaper analysis also brought, in addition to numerous
advantages, previously unknown dangers. So the Third Reich
exploited Hollerith’s machine in its 1933 census, with one of the 
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objectives being the identification of the Jewish population (Black
2002, 70). The next steps were the confiscation of property and
deportations (Black 2002, 77).

Gary T. Marx has observed the following characteristics of mod-
ern technologies for electronic control: they are invisible or of low
visibility; involuntary (not focused on a specific goal); capital rather
than labor intensive, decentralized, and not targeted at a specific
individual but at categories (Lyon 1994, 68).

Bentham’s plan of the Panopticon dating from 1791 anticipated
visual control, but visibility in the information society is no longer
merely visual. The major part of modern surveillance is invisible
and resides in the realm of the digital signal. It is present in every-
day life and pervades our day-to-day errands. In 1983 David
Burnham alerted us to the electronic traces left behind by individu-
als. Every time one picks up the phone, or uses a credit card, or a
cash machine, or goes to the bank, or to the doctor, or gets married,
or uses a mobile phone, or does anything similar, a system or insti-
tution perceives that event and makes a record of it. An electronic
trace is a piece of information that points to person’s actions and is
stored routinely. The major part of this information, which Burnham
named transaction data, is recorded and stored, if only for a limited
period of time. But we should not forget that, in addition to the stor-
age option, modern surveillance systems also have the capacity to
create and destroy data and information. Accordingly, another per-
tinent issue is the reliability of stored data (Lyon 1994, 59).

The enhanced surveillance capacity arises from the fact that gath-
ered data can be collated. By collating and processing data it is pos-
sible to obtain a new brand of information that can be harmful for
an individual and even dangerous in terms of threatening the rights
of the individual (Čebulj 1992, 8). The main feature of modern infor-
mation and communication technologies is precisely the collation
and combination of various data. Consequently, if information is not
adequately protected, the data gathered can become accessible, by
chance or intentionally, to persons or institutions that are not
authorized to use them, or these can begin to exploit the collected
data differently or for different purposes than were originally
intended. This provides good grounds for apprehension that various
state institutions or other individuals have access to data that were
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collected for other purposes, or that originally unrelated databases
have been linked using various identification codes10 and their infor-
mation combined (Webster 1995, 68, and Raab 1993, 89). Of course,
the development of information technologies only widens the possi-
bilities of recording and collating electronic traces.

As Rule observed, two dangerous trends in the development of sur-

veillance systems can be identified. Both prevent individuals from

being fully aware of the scope of control. On the one hand, individ-

uals themselves set these systems into operation through their

actions, for example, by paying with a credit card, entering the

vision field of the surveillance camera and the like, and on the other,

these systems also look up and check information on their own using

secondary sources (in Lyon 1994, 40–42). The potential for inaccura-

cy and mistakes occurring during the indirect collection of data, and

particularly the fact that individuals cannot know how their person-

al data are used, led to the provision found in Article 8 of the Slovene

Protection of Personal Information Act which specifies that, in prin-

ciple, personal data may be obtained only directly from the person

in question.

Computer technology, with the help of advanced statistical tech-

niques and data mining, also introduces new dimensions of control.

Coupled with artificial intelligence, it even steps into the area of pre-

vention and anticipation. The panoptic technology, therefore, does

not wait for an act or event to happen but takes measures in

advance based on collected data and on estimates. This poses a

threat to one of the fundamental legal principles in democracy, the

presumption of innocence until proven guilty, and opens new possi-

bilities for various forms of discrimination based on observations

and estimations made by artificial intelligence systems. Despite all,

prevention has definitely been an increasingly important trend in

the development of modern surveillance systems.
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Electronic panopticon

James Rule argues that capacity of modern surveillance systems
depend on four factors: the size of files held in the system; the degree
to which these systems can be centralized; the speed of data and
information flow between points within such a system; and the num-
ber of contact points between the system and the subject. The power
of surveillance systems has been radically increased through the
use of computers, so Rule is convinced that only the limited capacity
of surveillance systems sustains the thin wall that separates us from
a society of total control (in Lyon 1994, 51–57).

To return for a moment to Foucault’s theory, one could say that the
most important characteristic of panoptic surveillance is its invisi-
bility and asymmetry. An imperceptible control that is always poten-
tially present achieves the effect of subjection by exploiting uncer-
tainty. In relation to this, Merton’s theory of self-fulfilling prophecy
is also interesting. According to Merton, people respond not only to
the objective characteristics of specific circumstances, but also, and
at times primarily, to the meaning (sense) they themselves ascribe to
these circumstances (in Gantar 1993, 62). He further argues that a
self-fulfilling prophecy operates in such a way that erroneously or
unrealistically defined circumstances induce a new manner of
behavior which, in turn, causes the erroneous definition of circum-
stances to become true. Therefore, the quality of circumstances is
not of crucial importance – what is essential is how people perceive
specific circumstances (in Gantar 1993, 63). Močnik goes even fur-
ther. When analyzing the relation of knowledge and belief he, like
Merton, concludes that for an entirely untruthful statement to
become true it suffices that a »sufficient number of people believe
that it is true« (Močnik 1985, 21). Močnik uses the term »hypothetical
idiots« to refer to those gullible people who believe such a statement.
According to him, an untruthful statement can be turned into a
truthful one not only through the conviction of such hypothetical
idiots; rather, the mere presumption of a sufficient number of people
that these hypothetical idiots exist suffices – and the result is the
same as if these hypothetical idiots really existed. It is not necessary
that an individual believes in an untruthful statement – he/she may
be aware of its untruthfulness – it suffices that he or she supposes
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that others believe it to be truthful and acts in accordance with
his/her predictions about their conduct. Močnik argues that »the
belief function is fulfilled even if it is limited to the belief that there
is a subject who is supposed to believe« (Močnik 1985, 23).

These theories can help us elucidate the totalitarian potential of
modern surveillance technologies. The mere conviction that surveil-
lance made possible by these technologies is present can operate in
a way proposed by the above-mentioned theories. The authors of the
Privacy & Human Rights Report assert that modern surveillance
technologies have a strong chilling effect, since they can avert people
from ‘standing out’ or exercising certain rights, for example, the
right to protest democratically (Banisar et al. 1999). The question
that is justifiably being raised is whether actual instances of elec-
tronic surveillance, or merely the fact that they exist, have panoptic
power? There is no doubt that information and communication tech-
nologies potentially threaten the rights and freedoms of individuals.
Most importantly, their use could alter the balance of power in soci-
ety. The reason is that, on the one hand, access to databases is linked
to power (it is monopolized), while on the other, the establishment of
a huge and decentralized surveillance system requires considerable
funds and time. According to the 1999 Privacy & Human Rights
Report, surveillance is always exploited, even in the most democrat-
ic societies. »Targets include political opponents, student leaders and
human rights workers« (Banisar et al. 1999). According to the report
on human rights violations, more than 90 countries unlawfully inter-
cept communications of political opponents, human rights workers,
journalists and trade unionists. Particularly disconcerting is the
increasing number of invasions of privacy on the part of private
companies where, according to the 1999 Privacy & Human Rights
Report, US companies head the list.

Mass data surveillance is performed routinely and its objective is
to identify the segment of the population which could be of some
advantage to a company, or in other words, those persons that a
company considers worthy of special attention. In this case an indi-
vidual is placed in a specific category and is designated as suspi-
cious or worthy of attention on the basis of his/her characteristics
rather than his/her acts. This method is called profiling and has
been in extensive use in the US since September 11, 2001. It chal-
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lenges many principles, for example, the principle of »presumed
innocence«, because in this case a person is presumed guilty until
proven innocent rather than the other way around.

Since the scope of surveillance expands and since it is impercept-
ible, instrumental, unselective and preventive, it may undermine
human rights and freedoms. Charles D. Raab argues that the
absence of control (exerted by the ruling power over individuals)
and protection of privacy are prerequisites for liberal and partici-
pative democracy (Raab 1997, 161). At any rate, surveillance is a typ-
ical example of the clash between freedom and restriction of free-
dom. A certain degree of freedom restriction is necessary in com-
munity life, but control over individuals is also closely connected
with power. In democratic societies this power must be subject to
democratic supervision in order to prevent abuse.

Surveillance and privacy

Technological development has made possible massive and cheaper
data and information gathering which, in turn, have enabled sur-
veillance on a large scale. At the same time, consumer surveillance
has endowed formerly trivial and uninteresting data with great mar-
ket value. 

In addition, control has been globalized. Recently, it has been pos-
sible to observe the globalization of security and administrative sys-
tems as well as commercial surveillance. It would be wrong to think
that modern technologies are limited to economically developed
countries (the majority of which uphold high democratic and legal
standards). The Privacy & Human Rights Report includes a disturb-
ing observation that the export of surveillance technologies to third
world countries has been increasing (Banisar et al. 1999).

Modern society undoubtedly displays strong tendencies towards
the highest possible, if not total, control. Yet it also highly respects
individuality. The crucial principles of democratic societies are
human rights and basic freedoms. The recognition that fundamen-
tal rights are universal and that they spell out the limits of state
power, gained ground during the Enlightenment and bourgeois revo-
lutions, particularly the French Revolution. In contrast to this prin-
ciple observed by democratic states, a totalitarian state takes as a
starting point the community, to which it accords a higher value
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than to the individual. For a totalitarian state, important concepts
are »the interests of the community, propaganda elaborated in
detail, close control (over everybody and everything) and last but not
least, the means of suppression« (Kušej, Pavčnik, Perenič 1992, 53).

Even though many authors relate the level of control over citizens to
the level of democracy in a specific society (this relation is inversely
proportional), panopticism of the 19th and 20th centuries has, para-
doxically, increased along with growing commitments to social rights
(Lyon 1994, 76). Historical experience shows that greater control went
hand in hand with totalitarianism (e.g. the Nazi, Fascist and Stalinist
states), while liberal democratic states respected – at least declara-
tively – the rights of individuals and restricted control over individuals
(Raab 1997, 161). This is one of the reasons why civil society and polit-
ical activists link control (exerted by the state) to totalitarianism, and
protection of privacy to the level of democracy in a country.
According to Foucault, panopticism is a political technology that
operates through subtle coercion and internalization of the ruling
power and thus sustains that power. For Foucault, modern ruling
power is disciplinary power whose objective is the creation of docile
bodies, while control is aimed at the disciplining and subjection of
individuals. One can justifiably conclude that the panoptic effects of
modern disciplinary ruling powers are similar to those of open totali-
tarianism, except that panopticism is more subtle, hence hypocritical.

In contrast to control seen as a political technology used to disci-
pline individuals, administrative and consumer surveillance are
apparently more friendly towards the individual. The objective of
administrative surveillance is the regulation of individuals’ activities
and their lives. A typical example would be the use of surveillance to
determine the scope of social rights or to set priorities in satisfying
the needs of citizens. Consumer surveillance is ostensibly even more
beneficial for citizens, because it presupposes the freedom of con-
sumers and underlines their wishes. Consumer surveillance often
includes the shaping of »consumer communities« by means of vari-
ous loyalty cards and loyalty clubs. The document Privacy on the
Internet – An Integrated Approach to On-Line Data Protection states
that web sites often make use of loyalty programs, e.g. games, ques-
tionnaires, and net newsletters to obtain data about their visitors
(Data Protection Working Party 2000, 18). The technique of profiling
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is ostensibly consumer friendly because it guides the consumer in
the direction he/she prefers, or in other words, it provides goods and
content that are adapted to his/her individual tastes and estimated
needs. 

But, like any other type of surveillance, consumer surveillance too
can have negative consequences, particularly in combination with
data analysis and profiling. One is discrimination against certain
consumers, for example, when issuing credit cards or granting
benefits, especially in connection with dynamic pricing concept. A
dynamic pricing model is defined as the »buying and selling of goods
and services in free markets where the prices fluctuate in response
to supply and demand and changing customer preferences«
(Srivastava 2001, 1–2). This model is held to be particularly suitable
in connected economy and on big, fragmented and volatile markets
(Srivastava 2001, 3) which use information technologies for the gath-
ering and analysis of consumer data. 

One instructive example of the consequences produced by such a
model occurred towards the end of 2000. Certain customers at
Amazon on-line shop realized that they paid more than others for
the same products, so they began to suspect that the price was
dependent on their consumer preferences (loyal consumers were
paying higher prices). Amazon admitted that they were testing the
impact of prices on consumer buying habits, but they maintained
that the experiment was limited and consumers selected randomly
rather than on the basis of their consumer preferences (Bicknell
2000). Dynamic pricing is nothing unusual in the physical world, so a
forecast by a Forrester Research’s analyst, that »personalized pric-
ing will be part of the natural evolution of the Web« (Bicknell 2000)
should not surprise us. No doubt that, in order to ensure the maxi-
mum possible efficiency, this approach will be based on consumer
data analysis.

Another problem related to consumer surveillance and adminis-
trative control is the fact that individuals themselves often do not
want to opt out of such a system because of apparent benefits or dis-
counts, while in certain cases opting out is subject to payment. But in
the majority of cases opting out is not possible, because companies
tie the use of their services to surveillance, meaning that those who
want to safeguard their privacy cannot establish a relation with or
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use the services of that company. The world of contemporary con-
sumers and citizens is one in which it is necessary to surrender part
of one’s privacy for the sake of greater functionality and in order to
be able to cope with the complexities of modern life. 

Protection of privacy 

Privacy is the foundation of human dignity and of other values such
as freedom of association and freedom of speech. Certain authors
even argue that all human rights are, in a way, different aspects of
the right to privacy. The right to privacy is a basic human right, but
not an absolute right. According to the Privacy & Human Rights
Report, it has become one of the most important issues in modern
society. 

»Privacy protection is frequently seen as a way of drawing the line
at how far society can intrude into a person’s affairs« (Banisar et al.
1999). However, privacy is not a one-dimensional concept. Different
authors identify different dimensions of privacy. Čebulj lists three
elements of privacy: privacy of space (the possibility of being alone),
privacy of personality (freedom of thought, determination, and
expression), and information privacy (the possibility of keeping data
and information about oneself to oneself because one does not want
others to be acquainted with them) (Čebulj 1992, 7). The Privacy and
Human Rights Report distinguishes between the following facets of
privacy: information privacy, bodily privacy, privacy of communica-
tions, and territorial privacy. In an information society, the most
endangered categories are information privacy and privacy of com-
munications.

The same report further lists three important trends that threaten
privacy: globalisation (which has been removing geographical limi-
tations on the flow of data), convergence of technologies (increased
interoperability and technology linking options), and multi-media
(easy conversion between various formats). All of these processes
created the need for efficient legal protection of privacy. The consti-
tutions of almost all countries recognize the right to privacy,11 but its
scope varies from one country to another. The legally recognized
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minimum is the inviolability of dwellings and the privacy of commu-
nications, but this right is increasingly extended to encompass
access to and handling of personal data. 

The origins of these legal provisions can be traced back to the
Justices of The Peace Act of 1361, which included penalties for peep-
ing toms and eavesdroppers. In 1765 Lord Camden protested when
investigators attempted to enter his house and confiscate certain
documents. Parliamentarian William Pitt then wrote: »The poorest
man may in his cottage bid defiance to all the force of the Crown. It
may be frail; its roof may shake; the wind may blow through it; the
storms may enter; the rain may enter – but the King of England can-
not enter; all his forces dare not cross the threshold of the ruined
tenement« (Banisar et al. 1999).

In 1776 the Swedish Parliament adopted a law on access to public
records which specified that all data collected by the state must be
used for lawful purposes. In 1890 the American lawyers Samuel
Warren and Louis Brandeis defined privacy as the right of the indi-
vidual to be left alone (Warren and Brandeis 1890). 

The foundations of the protection of privacy in modern times were
laid down by the Universal Declaration on Human Rights adopted by
the General Assembly of the United Nations in 1948.12 The need for
an efficient protection of privacy was primarily prompted by the
advent of information and communication technologies, so the inter-
est in the protection of privacy increased in the 1960s and 1970s.
Čebulj holds that the individual’s privacy was jeopardized even
before that and that these technologies only created new threats to
privacy and led to an increased awareness of those threats, com-
pared to the level of awareness during the era of manual handling of
records (Čebulj 1992, 16). These technologies accelerated data collec-
tion and processing and gave rise to the special rules that govern the
handling of personal data. The first country to adopt a law about the
protection of personal data was Germany (1970), followed by Sweden
(1973), the US (1977), and France (1978). Today EU directives place
strong pressure on other countries to adopt adequate legislation.
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According to the Privacy & Human Rights Report, several reasons
led to these comprehensive privacy and data protection laws: the
wish to remedy past injustices (and prevent re-emergence of totali-
tarian regimes), promotion of electronic commerce, and pan-
European alignment of legislation. The EU favors comprehensive
laws over the sectoral laws and self-regulation (codes of practices)
that are preferred by the US, Japan and Singapore among others. 

From the legal point of view, the biggest dangers arising from data
collection are inaccuracy, mistakes, incompleteness and obsolete
information (Čebulj 1997, 8). In addition, data can be collected for
preventive purposes, »just in case«, which can prejudice a legal pro-
cedure (e.g. police or security agencies’ databases). Another prob-
lematic issue concerns secret databases, of whose existence individ-
uals are not even aware, or to which they do not have access.

As a result, the 1974 report by the Secretary General of the UN13

recommends three principles that should be included in legislation
regulating the area of information privacy: the principle of rele-
vance, which requires that only those personal data that are neces-
sary to attain a specific purpose are collected; the principle of noti-
fication, meaning that the individual should be notified in advance
about which personal data are collected, stored and processed; and
the principle of consent prescribing that only those data for which
the consent has been obtained from the individual may be collected. 

The formulation of a legal framework for the protection of privacy
inevitably brings up the issue of the clash between freedom and
restriction of freedom mentioned earlier. There is no doubt that
broad restrictions on the invasions of privacy are unworkable for
various reasons, and possibly even meaningless. Mellors thus con-
cludes that »the best safeguard is not that they know less about us,
but that we know more about them; and that we are aware of what
they know about us and how they use such information« (quoted in
Raab 1997, 158). The essential element of the protection of informa-
tion privacy is the control of the flow and forwarding of data about
an individual. Accordingly, contemporary laws on the protection of
privacy are primarily concerned with the transparent use of per-
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sonal data. To put it differently, data gathering is not subject to
restrictions, but it must be grounded in legislation, while its purpose
must be known in advance and must be transparent.

This is the reason why the right to privacy of information is today
defined as »the right of the individual to demand that data and infor-
mation about personal relations are not communicated to whom-
ever.« (Čebulj 1992, 7). »Whomever« here means those who are not
authorized to use certain data and information. The principle of the
transparency of personal data usage is increasingly applied to the
Internet, primarily in the form of the privacy policy statement in
which the owner of a web page states which personal data are being
collected, for what purpose and in which way they will be used.14

S U R V E I L L A N C E S O C I E T Y

3 7
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PRIVACY IN CYBERSPACE

While it is true that computers have introduced a qualitative change
in the nature of surveillance, this assertion is even more pertinent to
computer networks, and above all, the Internet.

At the beginning of the 1990s certain sociologists, and Internet
users in particular, were convinced that the Internet, owing to its
three characteristics,15 was resistant to state control and surveil-
lance. They maintained that the Internet would evolve towards
greater freedom and independence from state control (Boyle 1997).
Of course, this was true only during the early stages of the Internet
while users were still few and the medium was new and beyond the
control of the state and capitalist corporations. As Boyle concludes,
the »’technologies of freedom’ actually require an intensification of
the mechanisms of surveillance« (Boyle 1997). Recently, the Internet
has become a subject of increased regulation, while state agencies
and commercial companies have been rediscovering the attractions
of surveillance on the Internet. While early legal interventions in the
area of the Internet were understood as restrictions of freedom,
today it is realistic to expect that the users themselves will increas-
ingly demand legal regulation of the Internet in order to be able to
protect their rights. The absence of state-imposed rules during the
early stages of the Internet could have been a chance for freedom.
However, in present circumstances the absence of regulations, and
particularly the use of surveillance systems, enables various types of
abuse, which amounts to the restriction of freedom of the individual.
Factors contributing to this danger are increasing cybercrime and
the threat of the privatization of surveillance systems by Internet
access providers, and particularly Internet service and content
providers.
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of its users and the nature of its content. Boyle named this the Internet Holy Trinity
(Boyle 1997).



The panoptic power of the Internet arises primarily from two
important features that deserve to be stressed here. Firstly, compu-
ter technology enables decentralized control by linking formally
separate surveillance systems via telecommunications devices.
Secondly, its data storage and archiving facilities enable the cre-
ation of dossiers. As a result, while a few years ago the Internet could
have appeared as a technology of freedom, today it looks as if the
panoptic dimension has been built in from the start. 

Surveillance on the Internet is exploited by various subjects, in a
manner similar to that used in the physical world. Governments and
their agencies have been increasingly using this form of control, par-
ticularly since the September 11th attacks, but commercial com-
panies are also keenly aware of the allurement of consumer surveil-
lance, i.e. the on-line gathering of consumer data. Furthermore, com-
panies have a strong interest in controlling the on-line activities of
their employees. Among other potential invaders of privacy, we
should mention hackers16, who are not only motivated by financial
or similar reasons, but seek entertainment, self-confirmation or
simply want to cause harm.

The Privacy Rights Clearinghouse organization warns that »there
are virtually no online activities or services that guarantee absolute
privacy« (Privacy in Cyberspace 1998). There are several methods of
privacy invasion on the Internet. We shall take a closer look at them
later in the text.

The problem posed by computer technology and the Internet arises
from the fact that the technology itself enables certain kinds of priv-
acy abuse. This is not to say that surveillance is embedded in the
concept of this technology, but some of its properties can be utilized
for surveillance purposes. These »side effects« of the technology of
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16In its popular usage, the term “hacker” denotes a skilled computer user who invades a
computer system. However, a hacker is a person with good computer knowledge who
does not use this knowledge for malicious purposes. Those individuals who have good
knowledge about computers and use it with malicious aims in mind are properly called
crackers. Another term used in connection with this is script kiddie. It denotes individ-
uals having moderate knowledge about computers who exploit well known security
holes to invade computer systems or use publicly accessible invader tools. Usually, their
attacks are not aimed at specific targets but they randomly invade insufficiently pro-
tected servers. A system can also be invaded for criminal or terrorist purposes, or the
invasion may be related to industrial espionage, but the majority of computer attackers
seek self-confirmation, or engage in such activities out of fun, or are simply vandals.



the Internet have led to the present situation in which a multitude of
personal data is gathered via the Internet without seeking consent
from users or even without users being aware of it (Data Protection
Working Party 2000, 19). Another related concern is that the data
gathered are used for purposes other than those originally intend-
ed. For example, a bankrupt company can decide to sell the data so
collected to pay off debts, despite initial assurances that collected
data would not be transferred to a third party without the user’s con-
sent. One company that exploited this possibility was Toysmart.com
(Morehead 2000).

There are many possible methods of data collection and surveil-
lance, or privacy invasion, in cyberspace. People leave behind elec-
tronic traces whenever they use a computer or telecommunications
network. This can be an intentional act (e.g. a record posted on one’s
homepage or a message to an on-line forum), or the user may be
unaware of it (e.g. a visit to a web page, the use of a web service and
the like). Furthermore, information can be intercepted while being
transmitted via telecommunications networks, or the computer sys-
tem can be invaded. Various techniques for intercepting information
in the immediate environment of the computer or telecommunica-
tions system are also in use. All of these surveillance technologies
will be examined in greater detail later in the text. At this point, let
us stress that invasion of privacy is not necessarily tied to any spe-
cial technology. Intruders sometimes resort to fraud, for example, by
persuading victims to allow them access to the system or to supply
specific data or information, or by deceiving a victim into such an
act. Another method of getting hold of desired data is social engin-
eering. In such cases the attackers usually give a false identity or win
a victim’s trust and then abuse it. There have been cases in which
attackers falsely identified themselves as technical support staff in
order to get hold of users’ passwords. In other cases, false web pages
were used17. The majority of users do not know that the location of
a web page may include the user name and password in the form
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17One such page was ebayupdates.com that appeared in December 2002. The users of
eBay on line-shop were requested by way of an e-mail to enter the credit card number
and password on this web page. But ebayupdate.com was a false web page in no way
connected with eBay. It was set up with the intention of stealing credit card numbers
(Internet 2002).



http://username:password@www.someserver.com. Of course, most
web sites do not require this because access is free for all (you can
browse such a web page using any login name or password). But pre-
cisely because of this there is a danger that the user will confuse a
user name for a web address. In addition, a web page may be
accessed by entering the IP address of the server, which can present
additional confusion.18

Collecting information about
computers in a network

The computer in the network is identified by its IP number or IP
address,19 which is the virtual address of that computer. The IP
address determines the location of the computer in the network,
revealing also how to access that computer. A computer can access
the Internet directly, via its IP address, or can be hidden behind a
special interface called Network Address Translation or NAT, which
attaches a group of computers to the Internet through one IP
address. The IP address of a computer may be fixed, meaning that
every time the Internet is accessed from that computer the same IP
address is used, or dynamic, meaning that every time the computer
is connected to the Internet it is allocated a different IP address
taken from the set of available ones. The dynamic IP address is
mainly used for dial-up access, while fixed IP numbers are predomi-
nantly restricted to servers and other computers that are perma-
nently on-line by way of a local network, a leased line, an ADSL con-
nection or a similar permanent connection. Obviously, it is easier to
identify a user with a fixed IP address, since in the case of a dynam-
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18For example, instead of entering http://www.arnes.si, it is possible to enter
http://193.2.1.66/ or even http://www.somestore.com@193.2.1.66/. In all of these cases, the
user accesses Arnes home page. But, unlike in the first two examples, where it is obvi-
ous which page is being accessed, the third entry is different even at first glance, since
the string »www.somestore.com« is a user name and not the address of the web page.
Some older versions of web browsers caused additional confusion by enabling the entry
of the so called ‘dword’ format or the hexadecimal equivalent of @ sign (the hexadeci-
mal code for @ is %40). Using this simple trick anyone can set up a copy of any well-
known on-line shop and collect users’ data. For more on this see How to Obscure Any
URL, http://www.pc-help.org/obscure.htm.

19The IP numbers are 32-bit numbers, mainly represented in dotted decimal notation (in
the form xxx.xxx.xxx.xxx). Each decimal number consists of 8 bits of binary data so it
can represent values from 0 to 255.



ic IP one first has to determine which user has been allocated that
specific IP at a specific time. The identification of users connected
via the NAT interface is not as simple, because in this case the IP
address stands for an interface and not a specific computer.

Another component of the Internet infrastructure is Internet
Control Message Protocol or ICMP, which is implemented in the
ping command used to check the functioning of the connection
between two Internet locations. A user may execute this command to
check whether the connection with the remote computer in the net-
work has been established. However, the ping command may also be
used to check whether a specific computer is currently connected to
the Internet, particularly if that computer uses a fixed IP address. It
is not difficult to imagine how the ping command could be exploited
by an employer to check when an employee has switched on/off the
computer and, in turn, to determine the start/end of work.
Moreover, the same command could be used by any party that has
access to the Internet, say, a competitor. However, this method will
not produce an accurate identification if a computer is used by sev-
eral users or is hidden behind the NAT interface. This »deficiency« is
eliminated by using interactive systems such as ICQ, Yahoo
Messenger and the like, which provide even more detailed informa-
tion on the status of the user (whether he is connected, whether he is
currently using the computer and so on). But these are specialized
programs that have to be downloaded by the user, so one should be
aware of the options they involve.

Electronic traces left with
Internet providers

By moving around in cyberspace, users leave behind many elec-
tronic traces, with the majority of these being recorded by Internet
access providers. These can log all activities of the individual user
(which Internet service has been accessed and when), user name (it
can be linked to the physical identity of the user), IP number allo-
cated to that user and the telephone number or other entry point
used to log on. These data are collected in log files, and their impor-
tance has long been recognized by state administrations. For ex-
ample, the system called Carnivore (its official name is DCS1000)
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has been in use in the US since June 2000. This is a special program
that is installed at the Internet provider. It can intercept all elec-
tronic messages and record all user activities (StopCarnivore 2000).
Although the introduction of this system sparked vehement protests
by both Internet users and Internet providers, the Privacy
International organization estimated that the system would never-
theless be installed with all Internet providers in the US within one
to two years (Privacy International 2000). Indeed, the task was com-
pleted even sooner – it was accelerated by the September 11th

attacks, which were used as a justification by US government agen-
cies to intensify control on the Internet (McCullagh 2001a, Analysis
2001). The web magazine Wired News reported on September 12th

2001 that only a few hours after the terrorist attacks, FBI agents
began to visit Internet service and access providers requesting the
installation of Carnivore, and did not meet with any significant
opposition (McCullagh 2001a).

Usually, Internet service providers also have a DNS server (short
for Domain Name System, a facility that converts a domain name
into an IP address). This means that the provider can trace down the
pages accessed by the user and build user profiles. Another method
of collecting data about users’ tastes is through portals20. The 2000
report by the Dutch Data Protection Authority states that a provider
running a portal can determine how many advertisements were
viewed by the user, how many times the user visited an on-line shop,
which products he/she bought and even how much he/she paid for
these (Data Protection Working Party 2000, 43).

Electronic traces at content providers

In addition to Internet access providers, Internet service providers
(particularly web page providers) also maintain activity log files.
The minimum items of information stored in these databases are the
user’s IP address and information about visits to particular web sites
(or pages at a specific address), but certain local environment vari-
ables can be included as well. The on-line service provider can thus
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mation (e.g. weather forecasts, agency news and the like). For a user they represent a
starting point for web surfing. 



trace the type of the web browser, the operating system running on
the user’s computer, the type of language support activated, the web
page from which that particular service has been accessed and the
like. It is true that some of these traces can be deleted or obscured,
but most users are not familiar with these procedures. In addition,
web browsers exchange information with web pages, a feature
known as browser chattering. But some web browsers such as
Microsoft Internet Explorer send to a web page more details than
others do about the user’s environment. The Privacy on the Internet
– An Integrated Approach to On-line Data Protection includes a com-
parison of several web browsers, showing that Internet Explorer
even supplies information on the presence of Word, Excel and Power
Point applications on the user’s computer (Data Protection Working
Party 2000, 14–15).

Further possibilities opened up with the use of JavaScript.21 If the
user has not disabled the JavaScript option in his/her web browser,
the web page may obtain even more items of information about the
user’s environment, for example, screen resolution, the time zone,
Java support22, connected plug-in modules, estimation of the speed
of Internet access and so on.

This information is mainly used to monitor visits to a web page or
other providers, but also for other reasons. For example, the web
server can use this information to assess the multimedia capacity of
the user’s environment and adapt the format of content sent to a
user (e.g. a flash animation or a video clip in AVI format). On-line
search engines use this information in combination with search key-
words to build user profiles (Data Protection Working Party 2000,
44). On the other hand, in case of abuse, the web page administrator
or the owner of the invaded system can, in cooperation with the
Internet access provider, determine the physical identity of the
malevolent user on the basis of the IP address and time of access.

The information about the number of web page visitors is inter-
esting primarily for advertisers. However, in the past it used to be
impossible to determine the number of different visitors, not to
speak of their identity, if users accessed the Internet through a dial-
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21JavaScript is a script language developed by Netscape for use on web pages.
22Java is an object-oriented programming language developed by Sun Microsystems; it is

widespread and therefore suitable for the running of web applications. 



up connection, a gateway or an anonymous proxy. So, in 1994 Lou
Montulli was commissioned by Netscape to develop a solution that
became known as “cookies”.

Cookies are small information packets sent by a web server to a
web browser which then deposits this information on the user’s com-
puter and transmits it to the server on request. The server may set
the expiration date for a cookie and determine which part of the
web server has access to it. With regard to the expiration date, we
distinguish between session cookies and persistent cookies. The for-
mer expire with the conclusion of the browsing session, that is to say,
when the user closes the web browser, while the latter last longer,
even for years. A cookie is available to the server throughout its
period of duration (if not deleted by the user, of course). In addition,
we distinguish between first-party and third-party cookies. The
importance of this distinction has only recently been recognized. As
a matter of fact, third-party cookies are mainly used by web adver-
tising agencies for surveillance purposes (Data Protection Working
Party 2000, 52).

A cookie usually contains the identification number of the user
which is remembered while he/she browses the pages of a specific
web site. Of course, this number can be linked to other data as well,
and the next time the user returns to the same web page the server
can establish that the user has already been there and retrieve
his/her actions. Originally, cookies were developed to handle on-line
shopping carts, but today they are used with all kinds of web pages.

Cookies are therefore considered to be distributed databases,
since users’ data are distributed among a number of local compu-
ters. However, as we have already pointed out, some providers use
cookies to trace users from one server to the next, and even to iden-
tify them. One of the most imaginative examples of the use of cook-
ies has been furnished by a net company called DoubleClick.

With direct marketing of advertising space on the Internet being
impractical, various companies, among them DoubleClick, began to
specialize in buying advertising space from a multitude of smaller
web owners and selling this space to advertisers. DoubleClick soon
realized that they could determine on which web page a specific
advertisement was displayed and link this information to the identi-
fication numbers contained in the cookies that are sent across the
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advertising network by their server.23 This procedure enables
DoubleClick to establish which web pages inside the advertisement
network were visited by a user. An advertisement can be substituted
with a small graphic, 1 by 1 pixel in size, meaning that it is practically
invisible. This method is also referred to as »tracing using pixel tech-
nology« and the graphic is dubbed a web bug. If the advertising net-
work is sufficiently large, the collected data can be used as a basis
for identifying the browsing habits of individual users.

However, this is not all there is to cookies. Cookie information can
be associated with the e-mail address which the user types in on a
web page, and even with the user’s off-line identity, if the user enters
other personal data. 

Browsing habits can also be established by sending group e-mails
with personalized hyperlinks and inviting the recipients to click on
them. Since each recipient receives a different hyperlink, preferably
one that contains a unique identification code, and since the sender
of the message knows to which addresses the message has been sent
and which hyperlink it contained, a click on such a hyperlink will
enable the originator of the message to link a specific e-mail address
with the cookie value and through it build the user’s browsing pro-
file. Other types of e-mail messages do not even require a click on
the hyperlink but mere reading of the message will do the job. These
messages contain an invisible web bug which deposits a cookie on
the local computer as soon as the message is read. Of course, this
method only works under certain conditions (the user must be con-
nected to the Internet when reading the message, the messaging
software must support the HTML format, the »cookies« option must
be enabled and so on). Despite this, if used in combination with other
techniques, the method is very efficient. At the beginning of 2000,
USA Today carried an article revealing that DoubleClick collected
user names and made an attempt to link cookies to the users’ off-line
identities24, and so furnished proof that this type of surveillance is
not merely a theoretical option (Schneier 2000).
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com) a public notice DOUBLECLICK AD SERVING DATA SHOWS RICH MEDIA
CLICK-THROUGH RATES TO BE SIX TIMES HIGHER THAN STANDARD ADS, which
included information that 55 billion advertisements were displayed in May 2001. 

24DoubleClick entered into association with Abacus Alliance, the leading consumer data
gathering company in the US. In November 1999 the companies began to merge data
on consumers (Data Protection Working Party 2000, 45).



This is the main reason why some Internet users disable the cookie

and JavaScript options despite the fact that this reduces the func-

tionality of the Internet.25 But even acquiescing to lower functional-

ity will not guarantee you privacy. At a conference about computer

and communications security organized by the Association for

Computing Machinery in November 2000 in Athens, Felten and

Schneider of Princeton University described the technique dubbed a

»timing attack«. This technique is used to determine browsing habits

by exploiting the web caching facility (browser’s cache) even with the

cookies, Java and JavaScript options disabled and anonymizers in

place (Felten and Schneider 2000, Standard Feature 2000).

Since this type of information is commercially highly interesting

for web page owners, it is very likely to be supplied to third parties

such as market research departments or companies specializing in

the analysis of web statistics (Data Protection Working Party 2000,

43). In the opinion of Privacy Rights Clearinghouse, the collection of

this type of data, particularly information on the number of web

page visits, is on the rise (Privacy in Cyberspace 1998). Therefore,

one should not be surprised to hear that many on-line search

engines are funded by marketing organizations, as claimed by the

authors of the report Privacy on the Internet – An Integrated EU

Approach to On-line Data Protection (Data Protection Working Party

2000, 18), or that the providers of free-of-charge e-mail services, who

are also massively sponsored, may pass electronic addresses to mar-

keting organizations (Data Protection Working Party 2000, 36).

Many find the gathering of personal data problematic, even if it is

done by independent researchers or academic institutions who are

obliged to make collected data anonymous before they are pub-

lished and who, in principle, do not sell these databases. But data

gathering and use for marketing purposes are not necessarily

harmful. For example, advertising revenues enable certain page

owners to offer their web content free of charge. In addition, these

technologies enable the personalization of web pages, which is a fea-
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ture that can be useful for a web visitor.26 A ban on the gathering of

such data would by no means dramatically reduce the functionality

of the web, and would very likely hamper the development of the

Internet economy. Therefore, EU Directive 2002/58 allows such a col-

lection of data but under the condition that the user is notified in a

proper manner about the collection and use of data, and that he/she

is given an opportunity to decline such data processing (Možina

2002, 3). Indeed the only sensible protection against invasions of pri-

vacy seems to be strict supervision of the collection and usage of

electronic traces. Unfortunately, as Allard and Cass conclude, data-

bases containing personal data and on-line activities are increas-

ingly publicly accessible (Allard and Kass 1997, 572).

Linking and gathering of
distributed data

The Internet stores a huge mass of data and information. The major
part of it is unrelated, but this does not mean that interlinking is
impossible. Among the available techniques are computer matching
and record linkage, but databases can also be conceptualized as
relational databases. Computer matching was first used by US gov-
ernment agencies in the late 1970s and became widespread in the
1990s (Lyon 1994, 9). 

Today, databases are one of the main tools of mass surveillance.
One reason is that they can be exceptionally compact and, following
the initial investment, also cheap to maintain. Clarke therefore
speaks about dataveillance, which is essentially cheaper and more
effective than centralized supervision (Clarke 1988). While it is true
that networking and data distribution are much more economical, a
prerequisite for successful dataveillance is the linking of various sys-
tems by means of a universal identification scheme, preferably via
telecommunications networks. The Internet is downright ideal for
this kind of surveillance, and the linkage of electronic traces is a typ-
ical example of dataveillance.
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One particularly attractive possibility is the gathering of publicly
accessible personal data voluntarily supplied by the user. The gath-
ering and classification of on-line data has long since ceased to be
technically problematic, and on top of that, it is extremely effective
and cheap. The technology for gathering data published on web
pages is public, but automatic classification and recognition of sig-
nificant data is somewhat more demanding. The programs designed
for data gathering – they are called spiders, worms, (ro)bots, or har-
vesters – are mainly intended for the collection of e-mail addresses.
These programs search web pages, web forums, news groups and
mailing list archives. Web page administrators who want to prevent
such data gathering can specify which area of the web page should
not be accessed by robots,27 but robots do not necessarily observe
these rules.28 As a result, many tricks are used to confuse robots so
that they are no longer able to recognize specific information as
being an e-mail address.29

In Slovenia the Directory of Electronic Addresses was published on
October 6th, 1997 (http://afna.telekom.si). It was followed by an e-mail
directory compiled by the Najdi.si search engine (http://www.najdi.si).
Modern web search engines as Najdi.si include artificial intelligence
features that are capable of recognizing, to a certain extent, the lan-
guage of the text, and can extract or record certain data, for example,
a published e-mail message, a telephone number or a graphic. 

Of course, there are other methods of data gathering that are even
more efficient. Many web services or web pages require from the
user the entry of specific personal data in exchange for certain ser-
vices, for example, information provision, a benefit, or simply access
to the web page. Tricks involving various awards are also wide-
spread. Web page owners who collect data on-line often do not state
clearly for what purposes the data will be used, or the data collected
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27This is called a robot exclusion protocol; it creates a list of web pages from which robots
are banned stored in the robots.txt file on the web server.

28A robot behaves like an ordinary web browser and it can be identified by the value of
the environment variables which include the signature of a web browser
(USER_AGENT). However, technically, a robot can pretend to be an ordinary web
browser. 

29One tool used for this purpose is a script for the random generation of non-existent e-
mail addresses. The logic behind those is to furnish false data and thus render such a
database useless. 



are used for purposes different from those officially stated.
Furthermore, an e-mail address can be obtained when the user
registers a free copy of a software program (Data Protection
Working Party 2000, 32), or by exploiting viruses, a subject which will
be examined more thoroughly later in the text.

On December 15th 1997 the American Federal Trade Commission
published the results of a research study titled Kids Privacy Surf
Day, in which the 126 servers most popular with children were ana-
lyzed. The results showed that approximately 86% of all servers
included in this study collected personal data (names, addresses,
telephone numbers, e-mail addresses), with less than 30% of those
displaying a privacy policy statement, that is to say, a statement
about the purpose of such information gathering. Another alarming
fact was that less than 4% of these servers required parental author-
ization of data. To sum up, the study showed that kids’ privacy on the
Internet was poorly protected and that many more measures would
be needed to achieve good protection (Kids Surf Day 1998).

Intercepting data in a network

Network interception of information is analogous to telephone wire-
tapping. One method of intercepting information is »packet sniffing«
(the term originates from the fact that data on the Internet are
exchanged in the form of packets).30 This technique is usually diffi-
cult to identify because intrusion is passive rather than active (the
attacker only monitors the traffic). It is often used by hackers to
intercept and steal passwords (password sniffing).

The introduction of wireless LAN networks (mainly using 802.11b

protocol) opened still new channels for abuse. This includes the steal-

ing of Internet access (unauthorized access to the Internet or steal-

ing of passwords), interception of network traffic, and attacks on

networks or specific computers in a wireless network (Wireless
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30So called promisc sniffing used to be very popular with Ethernet networks using hub
technology, since initially each computer located in a specific segment of an Ethernet
network using hub could control traffic on all other computers in the same network seg-
ment. If one of the computers has been set to »promisc mode«, it was able to listen to the
traffic on all other computers in the same network segment. However, this technique is
not imperceptible. Today, data interception is effected mainly by monitoring the router
traffic or wires transmitting signals.



2002). Researchers from Berkley who managed to break in real time

the Wired Equivalent Privacy (WEP) coding algorithm used in wire-

less networks31 have established that this security protocol was so

poorly conceptualized that it made possible an imperceptible falsifi-

cation of packets transmitted over wireless networks (Sandberg

2001). Since the user or intruder can be up to 120 meters away from

the base station (or several kilometers if a directional antenna is in

use) and is not physically connected to the network as is the user of

an ordinary network, it is very difficult, if not impossible, to locate

such an intruder. As a result, the responsibility for potential criminal

offense can fall on the wireless network owner. This danger is even

greater if access to the wireless network is not protected by a pass-

word.32 The hacker community has already devised a special system

of symbols to denote the physical points from which access to wire-

less networks is possible. This practice is called warchalking because

the hackers use chalk to mark public places to indicate the presence

of a wireless networking node and the method of connection (Loney

2002). The English term denoting such network access point is

hotspot.

Intercepting electronic messages

The evidence so far clearly indicates that electronic messages are

much easier to intercept or to search for keywords than are ordi-
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31WEP is an encryption and authentication system. At the moment, two types of WEP are
in use, a 64-bit and 128-bit WEP. In reality, these are 40-bit and 104-bit algorithms since
the remaining 24 bits are used for system generated data (initialization vector)
enabling the synchronization of data packets. In 2001, several researchers demonstrat-
ed that it was possible to break the 128-bit algorithm in several hours at minimal costs
(under $100). (Stubblefield et al. 2001). Yet WEP deficiencies do not arise from RC4 algo-
rithm (also used in SSL) but from the poor conception of the whole security system.
Another serious deficiency of this system arises from the fact that all users share the
same access key (Schneier 2001b). Some of these deficiencies are expected to be elimi-
nated by new 802.11i  protocol. Computer experts recommend the use of IP security pro-
tocol and Virtual Private Networking in wireless networks.

32Access to wireless networks can be protected by controlling serial numbers of network
interfaces (MAC or Media Access Control address). The network administrator allows
access to a wireless network only to the users with specific MAC addresses (different
for each network card). But MAC addresses can be counterfeited. Moreover, certain
types of wireless network cards support user-definable MAC address. It should also be
stressed that this type of fraud is not easy to identify.



nary mail or telephone communications. One reason is that elec-

tronic messages are ordinarily transmitted over the Internet as

plain text rather than encrypted text. In addition, electronic mail is,

in principle, accessible on the mail and relay servers (relay servers

are intermediate points in a network that forward mail from one

Internet server to the next) until forwarded to the recipient,

although the principle of secrecy of correspondence is observed in

the majority of countries. As regards the transmission of electronic

messages, a message should be deleted from a relay server as soon

as it has been forwarded (Data Protection Working Party 2000, 33).

The same rule applies to the mail server, unless the recipient choos-

es to leave a copy of the message on the server. It is also important

to make a distinction between traffic data, which are necessary for

the transmission of messages and calculation of costs, personal

data, and message content. The e-mail server automatically stores

certain technical data, i.e. the size of the message, sender’s and

recipients’  addresses, date and time of the message, and several

other pieces of information pertaining  to message transmission.

However, special software and parameters enable the recording of

many other data, for example, the number and size of attached files,

a character set that has been used, the subject and content of the

message and so on. The document Privacy on the Internet – An

Integrated EU Approach to On-line Data Protection points out the

danger of mail providers erroneously treating these data as traffic

data which they think they can save (Data Protection Working Party

2000, 33). The paradox of electronic mail lies in the fact that it more

closely resembles a postcard than a sealed envelope or private cor-

respondence – as users or legislation tend to see it.

Other issues are also raised in connection with electronic mail

(and other web services). Certain mail servers use special programs

to scan electronic messages for viruses or to intercept spam mail.
While it is undoubtedly true that messages containing viruses and

spam mail should not be forwarded to third parties (Data Protection

Working Party 2000, 34), the installation of these programs without

the consent or even without the knowledge of the users raises inter-

esting legal issues. While the scanning of messages for viruses is in
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principle permitted (despite false alarms resulting in the intercep-

tion of uninfected messages), the filtering (deletion) of spam mail on

the basis of criteria not approved by the user is legally more contro-

versial.
Another dilemma is whether all or only certain electronic mail is

to be regarded as personal mail. The US Electronic Communications
Privacy Act prohibits the reading of the content of electronic mes-
sages, albeit with some exemptions. For example, an employer is per-
mitted to inspect the electronic mail of its employees – if they use the
company’s mailbox, of course (Privacy in Cyberspace 1998). Regu-
lations in Slovenia are different. An employee in Slovenia must be
acquainted with such a possibility and must give his/her consent.
Similar questions pertaining to the restrictions on the privacy of
electronic messages are occasionally raised in relation to free e-mail
providers. But even with these legal loopholes, users have the oppor-
tunity to protect their mail by encrypting messages (this topic will be
discussed in greater detail later in the text).

Intrusions into computer systems

In addition to the invasion of communications and information pri-
vacy in cyberspace, there are also abuses of territorial privacy.

Intrusion into a computer system is one of the most direct inva-
sions of privacy. It may be a consequence of negligence in setting file
permission parameters, or may result from the use of badly written
programs (a typical example would be a web application that does
not check the commands for work with databases), but usually it
involves sophisticated methods of detecting vulnerable points and
exploiting them. In the past, such an intrusion required a lot of com-
puter knowledge, but even this has recently begun to change.

In 1995 Wietse Venema and Dan Farmer published on the Internet
the freeware program called SATAN (Security Administrator’s Tool
for Analyzing Networks) which looks for security holes by way of the
Internet or a local network (What SATAN is 2002). The program is
intended for detection, not abuse, of security holes. The authors
described it as a tool intended primarily for computer system admin-
istrators seeking to improve the security of their systems (Improving
2002). Three years later, in 1998, a group of hackers who call them-
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selves The Cult of the Dead Cow group published on their page the
Back Orifice Trojan horse,33 a remote administration tool that allows
control of Windows-based computers. Back Orifice is a program that
opens a back door on the computer, enabling the attacker to take
control of the computer from a remote location via the Internet,
while remaining imperceptible to the user. The program is very sim-
ple to use and does not require any special computer skills; more-
over, it is free of charge. The only problem is how to sneak this pro-
gram on to the victim’s computer. Another competitive program that
appeared simultaneously was NetBus. Today, more and more tools
for the control and invasion of computer systems are available on
the Internet.34

Unlike these programs, which are used to invade a specific system,

viruses spread with no definite target in mind. The term »computer

virus« is loosely used to denote any type of program or program

code that reproduces on its own and is designed to cause harm or to

overtax a computer system. But viruses are not necessarily destruc-

tive. In May 2000 the former director of the CIA, R. James Woolsey,

drew attention to a new kind of virus – the instructive virus (Poulsen

2000). This type of virus is designed to use the minimum possible sys-

tem resources, and its task is to steal data (e.g. the list of e-mail

addresses from the user’s address book), make changes to the con-

tent of files and carry out electronic eavesdropping.
In December 2001 it came to light that one such program was used

by the FBI. In 1999, while conducting an investigation into the case of
Nicodemo S. Scarfo, allegedly a Mafia member, FBI agents realized
that he used PGP encryption, which prevented them from reading
the content of his files. On May 10th they secretly entered Scarfo’s
office in New Jersey and installed a keyboard-sniffing device on his
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its own, nor can it infect other files on the computer. Trojan horses usually »pretend« to
be ordinary applications (hence their name) while their hidden functions usually serve
to open »back doors« on the victim’s computer, to steal passwords or cause some other
kind of harm. 

34It may be useful to draw attention to the fact that some of these programs have built in
back doors that can be used by the authors of these programs to control the computer
on which such a program is used as well as the computer of the victim. A measure of
caution when using such a program is certainly recommended, but above all, we should
point out that the use of such a program is unlawful.



computer which intercepted his password for content encryption
(McCullagh 2000 and Schneier 2001a). It then came to light that the
FBI developed a special tool named Magic Lantern for the intercep-
tion of passwords. This is a Trojan horse application that utilizes
security holes and deficiencies in a computer system and can even
be remotely installed via the Internet or an e-mail. This discovery,
together with the FBI’s confirmation that such a tool existed, trig-
gered a heated debate on whether companies selling anti-virus pro-
grams should modify their programs to suppress the alerts about
Magic Lantern, should it be detected. Anti-virus producers decided
not to go along with the FBI – one reason probably being public pres-
sure – and to continue alerting users to all viruses detected regard-
less of their source (FBI 2002).

Other tools include spyware software with built-in secret surveil-
lance tools. These applications are designed for the gathering of
data (mainly data of some market value, for example, e-mail addres-
ses or browsing habits) which are then sent to the originator’s serv-
er. These programs are sometimes referred to as E.T. applications
because they »call home« once they have collected the desired data
(the term is based on a phrase from the movie E.T.).35

However, the surveillance mechanisms are embedded not only in
applications offered by less prominent producers, but also in wide-
spread applications. At the beginning of 1999, the FBI managed to
trace down the author of the notorious Melissa virus within a sur-
prisingly short time. Given that the virus was written using the script
language that is part of the MS Office environment, the intriguing
question was how the FBI managed to trace the author among the
millions of MS Office users. It turned out that Microsoft had covert-
ly integrated into Office 97 the Global Unique Identifier function
(GUID), which inserts a unique identifier into each Office document.
If the user’s computer includes a network card, the serial number of
that card becomes a part of GUID, making possible accurate identi-
fication of the computer from which the program originated (Lemos
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1999). The related issues that came into focus were whether this tech-
nology could be abused to achieve other objectives as well, for ex-
ample, to trace political opponents (Joel 1999). The EU Directive
2002/58 also draws attention to the threat to privacy posed by spy-
ware applications and hidden identifiers specifying that these
should be used only for lawful purposes and users must be acquaint-
ed with them (Možina 2002, 3).

Computer systems have many security holes.36 Even though these
are mainly well documented and promptly amended, users do not
keep pace with new service releases and many do not even know
that these exist (indeed, pertinent information is sometimes difficult
to find). Therefore, we can expect that the privacy invasion trend will
continue to grow and that it will be exploited by hackers, private
companies and government agencies.

Intercepting data and information in the immediate
environment of the system

Although the technology for intercepting electromagnetic signals
was first described as early as 1967 (Kuhn and Anderson 1998, 125),
only few studies in this area have been published to date. As a result,
this method of data interception, which exploits electromagnetic sig-
nals sent out by the computer equipment, remains one of the least
known techniques of surveillance. The technique is called TEMPEST
– Transient Electromagnetic Pulse Emanation Surveillance Technol-
ogy. It was described by the Dutch scientist Wim van Eck in 1985 in
an article titled »Electromagnetic Radiation from Video Display
Units: An Eavesdropping Risk?«. According to Van Eck, this kind of
eavesdropping system could be constructed using relatively cheap
and commercially available components, and would be capable of
reconstructing TV screen content from a distance of several hun-
dred meters, in some cases even more than 1 km (Van Eck 1985, 2–3),
even with a wall or some other physical obstacle intervening betwe-
en the screen and the eavesdropping device.
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Kuhn and Anderson of the University of Cambridge also
described other possible uses of TEMPEST. It enables, for example,
the interception and identification of signals transmitted along
cables (e.g. a keyboard cable, a telephone line, Ethernet network
etc.). Coupled with Differential Power Analysis, a method described
by Kocher, Jaffe and Jun of Cryptography Research, it can be used
to extract certain secret information, for example, an encryption key
or a PIN code (Kocher, Jaffe and Jun 1999). Similar threats are pre-
sented by the timing attack technique discovered by Paul Kocher.
This technique relies on measuring the processing time of a device
to crack the encryption key (Kocher 1996).

Kuhn and Anderson further explained how this technique could be
used to circumvent smart card protection which sets a limit on the
number of retries of a password or a PIN code entry. The majority
of smart cards will lock up after entering a wrong password or a
PIN code several times in succession. However, on the basis of elec-
tromagnetic emanation, an attacker can establish whether a PIN
code entered is correct even before the card locks up, and reset the
card if the password is incorrect. This would enable unlimited retries
for password entry. 

Another potential use of TEMPEST technology is for the detection
of piracy within companies. A special virus could be produced for
such purposes. It would exploit an increased activity of a hard disk
or a screen saver to emit, at certain time intervals, a signal encoding
license serial numbers along with a random number. By counting
the number of signals received from the software with the same seri-
al number, it would be possible to detect piracy without entering the
premises of a specific company (Kuhn and Anderson 1998, 125–126,
136).
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THE PROTECTION OF PRIVACY
IN CYBERSPACE

When speaking about privacy protection on the Internet, we first
have to distinguish between various actors that participate in the
process of data and information exchange. These are telecommuni-
cations operators, Internet access providers, Internet service
providers and users (Data protection Working Party 2000, 11–12). All
of these actors can use their own instruments of control, which were
described in the previous chapter. I will now proceed to describe
potential methods of protection against certain surveillance tech-
niques.

The laws that cover the area of privacy protection in the real world
also apply to the virtual world. However, the fact that the Internet is
not territorially delimited as is the real world can affect user’s rights.
This is particularly true in cases of abuse involving several countries
with non-harmonized legislations. A user surfing the Internet in
effect moves across various territorial jurisdictions and interacts
with globally dispersed subjects. Data packets can travel across vari-
ous countries on their way to the recipient, including those countries
with a low level of legal protection. This even applies to the Internet
traffic between participants who come from the same country,
because data are transmitted along the least loaded route, and
occasionally this route traverses several countries.

A certain number of users soon realized the importance of self-
protection and the development of security culture. In addition to
the reasons described above, another factor contributing to the
awareness was the fact that, at the beginning of the 1990s, legislation
regulating the Internet was only beginning to emerge. Yet, as the
International Working Group on Data Protection and Telecommuni-
cations pointed out, self-protection alone cannot ensure privacy on
the Internet, so a comprehensive legal framework is needed in order
to ensure the efficient protection of privacy. The security and priva-
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cy issues are not only technical, but also social issues. Computer
users should be better acquainted with various forms of potential
abuse, and more importantly, with the means of protection available
on the market. But first of all, one should be aware that protection
cannot be bought as a product or, to put it differently, it is not a mat-
ter of a one-time purchase but rather of a process. The culture of
security should be developed and continually cultivated. In addition
to specialized applications, most of which are cheap or even avail-
able on-line free of charge, prudent behavior can also be of great
assistance. 

Anonymization

Anonymity services offer one possible form of protection. Of course,
full anonymity is impossible to achieve, except for special cases,
because a computer user who wants to obtain access to the Internet
must sign a contract with an Internet access provider, meaning that
he/she cannot remain anonymous. Unfortunately, only unlawful
actions provide complete anonymity. For example, one can access
the Internet secretly through a wireless or a local network,37 or give
false details when signing a contract with an Internet access
provider. But even in such extreme (and unlawful) cases, the Internet
access provider can store data about the entrance point from which
the user accessed the Internet (a telephone number), so to remain
truly anonymous such an intruder would have to use a pre-paid
mobile phone. Anonymization pertains, therefore, to the use of web
services, rather than to anonymous access to the Internet.

There are several ways of remaining anonymous when accessing
Internet services. One is the use of remailers to send electronic mes-
sages. These are mail servers that erase information about the ori-
gins of the message once it has been forwarded. The other is the use
of a proxy server to browse the web. A proxy acts as a kind of inter-
mediary between a local computer and the Internet. It sends
requests for access to web pages on behalf of users and forwards
web content to them. It also stores frequently requested data (e.g.
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images) into its cache memory and forwards these to local users on
request, thus reducing Internet traffic. But proxies can also be used
for other purposes. The proxy server identifies itself on the Internet
with its own IP addresses, so the identity of the actual user remains
undisclosed.38 The type known as the anonymous proxy server nei-
ther stores nor forwards data about its users, ensuring anonymous
web browsing. Roughly speaking, there are two kinds of anonymous
proxies – standalone and web-based anonymous proxies. Of course,
a user behind a proxy is anonymous only for the web server being
visited, while the Internet access provider, or some interceptor, can
nevertheless monitor the traffic on the user’s computer. This can be
avoided by encrypting the connection between the local computer
and the anonymous proxy server, but even in this example it is pos-
sible to analyze the traffic, primarily to identify the anonymous
proxy that was used and the quantity of data that was transmitted.
Besides, a certain degree of caution when using anonymous proxies
is in order, because not all are anonymous despite assurances to the
contrary. In principle, the level of anonymity they offer suffices for,
say, participation in an on-line forum (where anonymity is a matter
of trust), but in the case of police investigation it could easily turn out
that many allegedly anonymous proxies are not fully anonymous in
reality.

In addition to this anonymization of the IP address, there are also

programs that block the tracing of users through the use of cookies

or web bugs described in the previous chapter. Another issue that

should be considered is the disabling of the cookies option in the

local web browser, especially third-party cookies, then Java and

JavaScript options. Since overly tight security may affect comfort-

able use of the web, balancing of both sides seems to be the right

solution. Unfortunately, by disabling cookies and JavaScript, you

also reduce the functionality of the web, so a retreat into privacy is

not always an efficient option in practice.
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Protection against data interception

As already stressed, data transmitted on-line can be intercepted.
Direct protection against interception is not possible in unprotected
or public networks. But there is another solution – data can be con-
verted into a format unintelligible for the attacker even if it is inter-
cepted.

One of the best known and most efficient protection techniques is
cryptography. Cryptology is the science of secrecy, coding and
encryption of messages, and decryption of encrypted data (crypt-
analysis). In Greek, cryptos logos means hidden word. So, we encrypt
messages to prevent interceptors from reading them.

In cryptography, the basic message is termed cleartext or plain-
text, while the encrypted one is the cryptogram or a ciphertext. A
cleartext is converted into a ciphertext using some pre-defined pro-
cedure (an algorithm or a method), where parameters contained in
the encryption algorithm are assigned certain values that represent
a key or a password. This implies that partners in correspondence
must agree on the algorithm and key to be used if they want to
exchange encrypted messages. Viewed from the perspective of keys,
two cryptographic methods exist: symmetric cryptography, which
uses the same key for the encryption and decryption of a message,
and asymmetric, where the encryption key is different from the
decryption key. Besides, there are also hash algorithms (also called
message digests or fingerprints)39 which convert a character string
of arbitrary length into a number of fixed length, meaning that they
actually calculate the digital fingerprint of this string as a basis for
the digital signature. By using various combinations of crypto-
graphic methods, digital signature and certificates, which may
include the time of origin, information about the owner, expiration
date and the like, it is possible to ensure confidentiality, integrity and
authentication of messages.40

Mathematicians and computer experts have developed a number
of encrypting algorithms, but a milestone in the history of cryptog-
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raphy occurred towards the end of the 1970s with the introduction of
the RSA algorithm which was mentioned in the foreword. Its cre-
ators were Rivest, Shamir and Adleman of the Massachusetts
Institute of Technology. The RSA algorithm has become known for
being highly secure (Vidmar 1997, 181). It is an asymmetric encrypt-
ing algorithm which presupposes that the sender and the recipient
both have their own pair of decryption keys, one public and one pri-
vate. One advantage of this method is that it does not require safe
channels for the transmission of these keys, since public keys are
accessible to all and private ones are kept secret by their owners. In
order to send such a message, the sender needs to know which pub-
lic key is used by the recipient and to have his/her own private key,
and vice versa. 

In June 1991 the computer programmer Phil Zimmerman wrote
the PGP (Pretty Good Privacy) software based on the RSA algorithm.
Zimmerman was strongly convinced that democracy and privacy
were closely connected and that the only way to protect one’s priv-
acy was powerful cryptography (Zimmerman 1993). Therefore he
published his program as freeware on the Internet, and it soon
spread across the world (Phil Zimmerman Case 1998). The program
evolved over time, so today it enables digital signatures, the
exchange of public keys via keyservers, encryption of files and disks,
wiping of files, and it even includes an ingenious system for testing
how trustworthy a public key is.

Within just two years of its publication, Zimmerman’s software
became de facto the standard for the efficient protection of e-mail
(Zimmerman 1993), so in February 1993 he was visited by FBI agents
under suspicion that he had made possible unlawful export of military
technology (Phil Zimmerman Case 1998). In the US, cryptography is
considered a military technology41 whose export is subject to author-
ization. In January 1996 the investigation was discontinued with no
lawsuit brought against Zimmerman, because investigators could not
find proof of suspected criminal offense. But the bitter feeling that
Zimmerman’s case was an attempt at intimidation lingered on.
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Of course, encryption is not only utilized in e-mail transmission but
can also be used to encrypt file contents and even entire hard disks,
that is to say, to protect message content within a specific system.

The most important element of encryption is the encryption
method used. While a weak cryptographic method may appear to
provide safety, in reality it does not. It should also be kept in mind
that some encryption methods were developed in cooperation with
various US state agencies (particularly the National Security
Agency), so they are not necessarily as secure as they may appear at
first glance. Similarly, certain methods developed in secrecy by
unknown companies should not be trusted. The argument, or rather
the marketing trick, that the secrecy of the method used guarantees
security, is false and usually points to the fact that the method has
not been tested in public or not tested at all. A principle that gained
ground in cryptography is that all cryptographic methods must be
publicized and tested by leading cryptanalysts, since only that can
guarantee their quality. A good method will prevent an attacker
from employing well-known and efficient techniques, so he will have
to resort to a brute force attack (in which all possible combinations
of passwords should be tested), which is an exorbitant task and
therefore relatively inefficient.42

It is good to know that even superior cryptographic methods have
limitations. The degree of security of an RSA algorithm, for example,
depends on the keylength. In addition, the RSA encrypted message
can be decrypted by factoring the key. This is a special mathemat-
ical procedure which searches for prime number factors of the
given key. In March 1994, Atkins, Graff, Lenstra and Leyland wrote
an article titled »The Magic Words Are Squeamish Ossifrage«, in
which they described how they managed to factor a 129-digit num-
ber (426-bit key). The experiment involved 600 volunteers and 1,600
computers, and they needed 8 months to decipher the key. In August
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1998 Lenstra and Riele managed to factor a 155-digit number (512-bit
key) within just seven months. It is estimated that by using distrib-
uted on-line data processing this time could be reduced to as little as
a few days (RSA Laboratories 2000, 48, 52).

But selecting the right method is not enough. The choice of pass-
word is equally important. A password must be such that it is not
easy to guess. The best method is to combine digits and letters. A
username, partner’s name or the name of your favorite pop band is
definitely a bad choice, since this would enable the potential attack-
er to use a »dictionary attack« to crack the password. Similarly, a
password must not be too short, since the number of combinations
rises exponentially with the number of characters it contains. A
password must be remembered and not jotted down, and different
passwords should be used for different systems. Experts recommend
regular changes of passwords, and certain systems are indeed
based on one-time passwords, meaning that each time the user logs
on a new password must be used.

A self-protective attitude further implies that one should be aware
of the possibilities of abuse and consequently use encryption wher-
ever needed. So, for example, it makes a lot of difference whether
sensitive data are transmitted via the Internet using secure connec-
tions, for example, the Secure Sockets Protocol or SSL (a protocol
which enables encrypted connection between the server and the
client) when using web services. In the case of e-mail or other inter-
active systems such as ICQ, a powerful encryption method should be
used. There are many cases in which victims of abuse were individ-
uals or companies that had at their disposal quality encryption
technology but were too negligent to use it or insufficiently strict
about its use. 

Protection against intrusion
and stealing of data

Of course, encryption can also be used to protect information stored
on a specific computer system by which we prevent abuse if an
intruder gains physical or virtual access to the system. Today there
are software solutions which create a special encrypted file on a
hard disk which is mounted as a virtual disk in the operating system.
Work with such a virtual disk proceeds as usual, but the data are
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stored in the encrypted file to which access is possible only by enter-
ing the required password. 

Messages can also be hidden rather than encrypted (e.g. within

audio or video files), and this method belongs to the area of

steganography. The hiding of messages is more useful if one wants to

use a digital watermark or digital serial numbers for files than for

the protection of sensitive data. A combination of cryptography and

steganography is also an option. 

Yet sometimes it is possible to intercept data even before they are

encrypted, or immediately after decryption. The most typical ex-

ample is the use of the instructive viruses mentioned earlier. An

intruder may use one to intercept the password or data while they

are entered into the computer or to retrieve them from the disk if

stored in an unencrypted format. Other viruses steal data such as

files or e-mail addresses from the address book and send them to

random addresses across the Internet. Computer security experts

stress anti-virus protection as the most important precaution. Since

new viruses appear on a day-to-day basis, it is important that a virus

protection package is updated regularly. The anti-virus packages

mainly enable live updates43 to facilitate the procedure. These

packages and updates are not available free of charge, but the

investment definitely pays off by reducing the risk of infection and

the potential loss of data.

The most basic protection against harmful intrusions is regular

updating of software (here we primarily have in mind the Windows

operating system and Microsoft’s service Windows Update,

although other systems are not excluded). The risk of intrusion may

be reduced by using a firewall44, which is a kind of intermediary

between the user’s computer and the network to which it connects. A

firewall checks all communications between the local computer and
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the external world, so it can prevent undesired data input or output.

A firewall may consist of a separate computer or a special program

that is activated every time one turns on the computer, just like any

anti-virus package. The limitations on access can pertain to the IP

address or ports through which the communication takes place.

Since there is a danger that a virus or a Trojan horse may pretend

to be a program to which a firewall allows passage, certain firewall

packages use digital signatures to check on a case–by-case basis the

authenticity of the application attempting to establish a connection.

Deleting electronic traces

There are two types of electronic traces that should be distin-
guished: one involves the electronic traces left behind in the local
system, and the other electronic traces outside a local system.
Naturally, the user cannot intervene outside the local system – all
he/she can do is to leave behind as few traces as possible, or to
destroy them. This subject was discussed in the chapter dealing with
the anonymization on the Internet.

However, the user usually has free access to the electronic traces
stored within the local system he/she uses. Information about com-
puter usage and web services accessed is stored on the hard disk, so
it may be useful to consider deleting these traces, particularly if one
computer is used by several users or if the user intends to sell the
computer. This includes the deletion of cookies, of old records in the
register (applicable to Windows-based computers) and of local log
files, as well as the wiping of data files and free space on the hard
disk. The Delete function actually does not remove files permanent-
ly from the disk, so the content of the deleted files may be recovered
partly or in full by using various tools. File content is permanently
deleted (wiped) only when old data are overwritten by new (usually
random) data. In most cases old data will be permanently removed
only after several instances of overwriting (referred to as »the num-
ber of passes«), because in certain cases old data could be recon-
structed using an electronic microscope even after one (or several)
passes. This is possible thanks to the thermal contraction and expan-
sion of the disk. The methods of magnetic force microscopy and the
wiping procedure have been described by Peter Gutmann of the
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University of Auckland in an article titled »Secure Deletion of Data
From Magnetic and Solid-State Memory«,45 so one among many
data wiping methods has been named after him. This method
requires 35 passes using a special procedure. Of course, the deletion
of traces also includes the deletion of a temporary memory named
swap file before a computer is shut down, to prevent later recovery
of memory content when it is switched on again.

Protection against
TEMPEST attacks 

Despite the potential of the TEMPEST technique described earlier

(the technology of intercepting electromagnetic signals emitted by

electronic devices), there is at least one possible method of protec-

tion against this type of eavesdropping. Hardware solutions include

the coating of cables, electronic equipment or even entire buildings

with metal sheets which prevent the »leakage« of electromagnetic

signals, but these solutions are rather costly. Kocher et al. of

Cryptography Research propose various types of protection for use

with smart cards, all of which imply modifications of the smart

card’s basic concept. However, in addition to not being cheap, these

solutions are not easily accessible.

Kuhn and Anderson described a much cheaper software protec-

tion against TEMPEST attack – the use of special TEMPEST preven-

tion fonts which make it impossible for an eavesdropper to recon-

struct a satisfactorily clear picture of the screen under attack. In

other words, an eavesdropper can still intercept the signal, but can-

not make much use of it. Furthermore, they have invented two other

methods of preventing the interception of signals coming from a

keyboard or a hard disk. Both methods could be implemented at

relatively low cost by upgrading the keyboard or disk drivers (Kuhn

and Anderson 1998, 139). Today, ordinary users have at their dispos-

al only special TEMPEST prevention fonts which are integrated with

the PGP package. 
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Cryptography and the movement
for electronic privacy

The demands for ever higher levels of surveillance may indeed stem

from the need for an utterly secure and predictable society, but the

introduction of cryptography has given rise to apprehensions that

the state will no longer be able to exercise control over criminal

offenders or activities undertaken by its enemies. Since self-protec-

tive conduct also includes techniques which make surveillance

(either lawful or unlawful) much more difficult, the question is

whether the state should be given just a possibility of exercising con-

trol over individuals, or have an absolute right to exercise such con-

trol. Two articles of the Slovene Criminal Proceedings Act are inter-

esting in this respect. Article 5 specifies that the defendant is not

obliged to testify against himself/herself or his/her relatives or to

plead guilty. In practice this means that a defendant who made use

of some cryptographic method is not obliged to reveal the password

and thus enable investigators to access the encrypted data and even-

tually obtain incriminating evidence. However, a person who is not a

defendant in the criminal procedure cannot evade testimony unless

he/she is the defendant’s relative and unless it is likely that such a

testimony would bring heavy shame upon himself/herself or his/her

close relative, or would cause a considerable harm to them or lead to

criminal prosecution (Article 238 of the Criminal Proceedings Act).
Besides, one characteristic of modern information society is that it

increases the potential for ubiquity. Territorial borders are ever
more permeable, and their role in restricting the flow of data and
information has been diminishing. However, if space is removed as
an obstacle, its protective role is also lost (Mlinar 1994, 11).

Denning and Baugh mention that the terrorist organization
Hamas uses encrypted Internet communications to distribute maps,
pictures and other terrorist attack details. Similarly, cryptography
and the Internet are exploited in child pornography distribution,
thefts of credit card numbers, drug trafficking, intrusions into com-
puter systems, money laundering and spying (Denning and Baugh
1999, 252–274). The September 11th terrorist attacks aroused suspi-
cions that those planning the attacks made use of cryptography
(these suspicions were not later confirmed) (Harrison 2001). Yet in
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the opinion of these authors, the biggest problem is not the exploita-
tion of the Internet but of cryptography.

By the late 1920s, the FBI had established a special department
that dealt with the use of cryptography by bootleggers (Shireen
1998) during Prohibition in the US. Criminal offenders were quick to
start exploiting computer technology as well, so in 1998 the FBI’s
department composed of computer experts handled 299 cases in
which computer technology was used for criminal purposes. The use
of cryptology accounted for 4% of these cases (Denning and Baugh
1999, 259). Denning and Baugh note that the use of unbreakable
encryption techniques, which can completely prevent eavesdrop-
ping, is on the rise. The authors thus mention that in 1995 the FBI was
unable to break encrypted information in 5 instances, with this num-
ber rising to 12 in 1996 (Denning and Baugh 1999, 253). They also
note that high costs and the incompatibility of various types of
equipment for the encryption of telephone conversations slow down
the expansion of cryptographic methods into the field of telephony,
but also point out that Internet telephony is extremely cheap
enabling the encryption of audio communications at minimal costs.

The term crypto anarchy was coined in connection with the crimi-
nal usage of cryptography. Those predicting crypto anarchy agree
that it will come as an inevitable consequence of the expansion of
publicly accessible cryptography. »With this technology,« they say, »it
will be impossible for governments to control information, compile
dossiers, conduct wire-taps, regulate economic arrangements and
even collect taxes.« (Denning 1997, 175). To put it differently, by pre-
venting the state from exercising control over computer and
telecommunications systems, the latter become “safe heavens for
criminal activity” (Denning 1997, 177), and this could lead to social
chaos. Cryptography is therefore considered as being exploited for
purposes primarily targeted against the state (Denning 1997, 187
and Zimmerman 1994), and consequently, against citizens as well. 

Various countries at various times have striven to gain control
over cryptography (Bert-Jaap Koops 1997), so it is not surprising
that the discovery of an efficient cryptographic method (the RSA
algorithm) caused alarm within the US administration. As a matter
of fact, before the invention of the RSA algorithm the majority of
cryptographic keys could be broken.

One of the most widespread cryptographic algorithms in civil
spheres and in banking is (was) the DES algorithm (short for Data 
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Encryption Standard) developed by IBM. DES was a derivation of
the cryptographic algorithm Lucifer previously used by the US mili-
tary. Since the theoretical background for this algorithm had not
been fully explained, there was a suspicion that the military knew
how to break the civil variant of DES (Vidmar 1997, 179). It later
turned out that the civil variant was actually a modified version of
the algorithm used by the military, in which a 64-bit key replaced the
original 128-bit key. Moreover, of these 64 bits, 8 were control bits,
meaning that the effective key length was 56 bits. Another detail that
subsequently came to light was that, at the time of development, IBM
experts were aware of the mathematical shortcuts that could lead to
the breaking of this algorithm, but this fact was concealed under
pressure by the NSA. In 1990 and 1991 the Israeli cryptographers Eli
Biham and Adi Shamir presented a new variant of cryptanalysis –
differential cryptanalysis. This gave rise to a suspicion that DES was
purposefully modified in such a way that the efficiency of this previ-
ously unknown attack method was even higher (Bach et al. 1999).

In 1993, at a conference about cryptography, Michael Wiener pre-
sented a plan for a device intended for the breaking of the 56-bit
variant of the DES algorithm. Its price was estimated at 1 million dol-
lars, and it was expected to be able to break the DES algorithm in
three hours and a half on average. Phill Zimmerman calculated that
a somewhat more complex device worth 100 million dollars could
complete this task in two minutes on average. In his testimony before
a sub-committee of the US Senate in 1996 he stated that, given its
budget, the NSA would need just one second to break the message
encrypted using a civil variant of the DES algorithm (Zimmerman
1993). In July 1998 John Gillmore of Electronic Frontier Foundation
presented a device named DES Cracker which used a brute-force
method and distributed data processing via the Internet to break the
DES encrypted message, and it completed the task in 22 hours (RSA
Laboratories 2000, 64). Since then DES has been known to be
unsafe.46
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Before the invention and public announcement of the RSA algo-
rithm, a de facto monopoly over the development of new crypto-
graphic methods was in the hands of the military, and partly aca-
demic circles. The situation changed with the development of infor-
mation and communication technologies which enabled the produc-
tion and publication of quality, cheap encryption software. After los-
ing its de facto monopoly in the field of cryptography, the state con-
tinued to make attempts to enforce a de jure monopoly. Supporters
of restrictions on cryptography, including the US administration,
made a number of proposals with this objective in mind.

Among the earliest proposals was one dating from 1991 which sug-
gested that cryptographic products should include trap doors to
enable state authorities to access encrypted messages. This bill was
not passed, but in 1993 the US government published another pro-
posal for a key escrow system which envisaged authorization of
encryption keys issued by authorized agencies to individuals (EPIC
1998c and EPIC 1998d).

Another similar proposal pertained to cryptographic standards.
The basic idea was that the state should enforce upon the market
cryptographic standards that would enable the state to access
encrypted data. All other cryptographic tools not complying with
these standards would not obtain licenses and their use would be
restricted, which was expected to prevent their dissemination on a
wide scale (Denning 1997, 188). It soon became obvious that this pro-
posal was pointless, since it was not reasonable to expect that crimi-
nals would use licensed cryptographic tools (Denning 1996, 216). One
variant of this proposal even envisaged legal prohibition of the use
of specific cryptographic methods. According to this proposal, indi-
viduals could still develop their own cryptographic methods, but only
for personal use and educational purposes, while their dissemina-
tion would be subject to authorization (Denning 1997, 187–188).

Still another flawed proposal suggested the use of weak crypt-
ology exclusively, with a view to enabling state authorities in the
possession of adequate equipment to break the protection quickly
in emergency situations (e.g. kidnapping) (Denning 1997, 184). Un-
fortunately, this type of cryptography does not ensure adequate pro-
tection to the user, since the encrypted message can be broken by
anybody possessing a computer of some capacity and having com-
puter knowledge.
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The deficiency of the majority of these proposals stemmed from
the implied restrictions on freedom of speech. Viewed from the legal
and security perspectives, the proposal to use cryptography only
inside closed systems i.e., link encryption, seemed to be the most ad-
equate one. According to this proposal, encryption would be used
only inside a specific closed network, but data would leave that net-
work unencrypted, so that state authorities could intercept these at
the point of their leaving such a system (Denning 1997, 184, and
Denning and Baugh 1999, 253–254). A similar system is in use in
GSM networks for data transmitted by way of radio waves from a
telephone handset to the base station.47

Another proposal aimed at curbing abuse of cryptography envis-
aged double penalties for criminal offenders using cryptography.48

The leading role in the struggle to ban, or at least restrict, the use
of cryptography in the US was played by the FBI, in close coopera-
tion with the National Security Agency and other state bodies (EPIC
1998b). Even though the use of cryptographic equipment in the US is
today legal (its export is restricted), the US state authorities do not
miss any opportunity to attempt to restrict its use or increase their
competences in the area of eavesdropping and interception of elec-
tronic messages. Demands for the prohibition of cryptographic
products were voiced soon after the September 11th attacks
(Harisson 2001), including demands that the police should have the
right to order surveillance of Internet communications for the dura-
tion of 48 hours without a court order (McCullagh 2001b, 2001c and
2001d).

The US government’s attempts to criminalize cryptography and a
subsequent boom in commercial surveillance, triggered a strong
movement for the protection of electronic privacy on the Internet.
Privacy activists strive to increase the awareness of individuals
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48This proposal was put forward in the US Senate Trade Committee (EPIC 1998a).



about possible ways of control by providing practical advice and
software packages for the protection of privacy, with the stress
being on the promotion of cryptography. In addition, these organi-
zations and individuals strive to thwart all attempts at prohibiting or
restricting the use of cryptography.

In the opinion of various organizations fighting for electronic pri-
vacy, future communication will be mainly electronic, that is to say,
such as can be controlled imperceptibly and on a large scale. They
hold that cryptography is one instrument that ensures privacy, and
since privacy is a constitutional right, the right to use cryptography
is also equated with the right to privacy. Even though aware of the
potential abuse of cryptography, they are convinced that the harm
caused by prohibiting it would outweigh any harm arising from its
free use (Zimmerman 1993).

The controversies between opponents and advocates of the unlim-
ited use of cryptography issue from their different understanding of
the state’s role. While its opponents see the state as an efficient safe-
guard of citizens’ safety and welfare, advocates see it as an institu-
tion in Foucault’s sense of the word, that is to say, as limiting their
rights and freedoms.49 Phill Zimmerman thus stated that »if we do
nothing, new technologies will give the government new automatic
surveillance capabilities that Stalin could never have dreamed of«
(Zimmerman 1993).
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SLOVENE LEGISLATION AND PRACTICE

The right to privacy within Slovene legislation appears in two forms
– as an individual right of a private character, and as a human right,
meaning that it also has a public nature (Šturm et al. 2002, 369). The
right to privacy protects an individual against interventions from
other individuals and against interventions from the state. The right
to privacy is a constitutional right in Slovenia. It is the subject of the
second chapter of the Slovene Constitution, which is concerned with
the protection of various aspects of privacy. According to Klemenčič,
the fact that the right to privacy is broken down into many sub-cate-
gories arises from specific conditions enabling various forms of
privacy invasion. Klemenčič further notes that each right pertaining
to the area of the protection of privacy should invariably be inter-
preted from the perspective of general and integral protection of
privacy and individual rights (Šturm et al. 2002, 392).

Article 35 of the Slovene Constitution, therefore, specifies that priv-
acy and individual rights are inviolable; Article 36 deals with the
inviolability of dwellings; Article 37 is concerned with the privacy of
correspondence and other means of communication which may be
considered to include audio and digital forms of communication,
and Article 38 with the protection of personal data. Of course, the
Constitution determines the framework for the protection and exer-
cising of these rights, while their implementation is regulated by le-
gislation and judicial practice. Naturally, the scope of the protection
of privacy rights is not absolute.

Territorial privacy

The inviolability of dwellings, or territorial privacy, has evolved
from a historical presupposition, which originated in England, that
a citizen’s home is inviolable. Zupančič holds that this involved only
the territorial dimension of the protection of dwellings. The problem
today arises from the fact that advances in surveillance technologies
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radically reduced the importance of territorial privacy protection
(Šturm et al. 2002, 387). In consequence, the principle of protecting
reasonable expectation of privacy gained recognition, so the term
»dwellings« is not understood in its narrow sense but covers all prem-
ises in which a citizen can reasonably expect privacy, including hotel
rooms, holiday resorts and the like. Klemenčič thus states that »not
only premises, property and owners are legally protected, but also
individuals who (justifiably) expect to have privacy at a specific
moment and a specific place or by adhering to a specific conduct«
(Šturm et al. 2002, 401).

The Penal Code of Slovenia specifies sanctions for an invasion of
territorial privacy in Articles 149 and 152. Article 149 prohibits unau-
thorized recording or image taking of individuals or their premises
if such an act means a serious invasion of privacy. Article 152 speci-
fies sanctions for the violation of dwellings through an unauthorized
entry into or search of private facilities, or an attempt to do so.

It is not as clear, though, which approach would be appropriate to
deal with virtual space. By all means, in the realm of the virtual
world, an intrusion into a computer system and a search of that sys-
tem by way of a telecommunications network (interception exclud-
ed) would represent an intrusion into one’s (virtual) space. Intrusion
into a computer system is the subject of Article 242 of the Penal Code,
but according to this article, such an intrusion is punishable only if
it is connected with business dealings and made with the aim of
acquiring illegal property-related benefits or causing material
harm to others. Unfortunately, this wording could lead to a situation
in which an intrusion into a computer system not resulting in mate-
rial harm, or not yielding other kinds of benefit for the intruder,
would not be sanctioned. In such a case, Article 152 of the same act
would need to be applied i.e., one which prohibits unauthorized
entry into someone’s premises (of course, if a court would be willing
to accept the notion of virtual space), and Article 309 which sanc-
tions the production or acquisition of tools for intrusion into a com-
puter system.

Privacy of communications

Article 37 of the Slovene Constitution deals with the secrecy of cor-
respondence and other means of communication, where means of
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communication should be interpreted in the widest sense of the
word – it may include telephone communications, electronic mail,
SMS and the like, since the form or content of communication is
irrelevant in this context. In addition, messages are not necessarily
communicated via public telecommunications networks – privacy
protection also applies to private or closed telecommunication sys-
tems (Šturm et al. 2002, 395). Obviously, in the latter example, for
example, when an employee uses the company’s telephone network,
the scope of protection is not as wide.

In addition to the content of communications, traffic data, which
are also an integral part of communication, are a subject of protec-
tion (Šturm et al. 2002, 396). This means that provisions pertaining to
privacy of communication protection are also observed with regard
to other information, for example, telephone numbers, data about
the length of communication or the quantity of transmitted data and
so on. 

The Constitution guarantees this right to all who reasonably
expect privacy, regardless of whether data are intercepted in real
time or a seizure (e.g. of a postal package) is involved. This right is
infringed as soon as somebody unlawfully intercepts a certain piece
of communication and becomes acquainted with its content, even if
this information is not put to use (Šturm et al. 2002, 398).

However, Klemenčič states that »the scope of the right to the pri-
vacy of communication is not limited to ensuring secrecy of commu-
nication content and related data, but also prohibits disproportion-
al prohibition of communication with the outer world.« (Šturm et al.
2002, 395) The ruling of the French Court of Cassation No 99-42.942
dated October 2, 2001 explicitly states that »an employer who reads
messages by an employee sent from or received on a company’s
computer, violates the basic rights of that employee as defined in
Article 8 of the European Convention on Human Rights. … This is
applicable regardless of whether the employee was informed in
advance that a company’s computer should not be used for non-busi-
ness purposes. … A company or another institution must not be a
place where employers would arbitrarily or without limits exercise
their rights of discretion; they must not become areas of total sur-
veillance in which basic human rights would have no value. … In our
opinion, a general and full prohibition of the use of e-mail for non-
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business purposes is unrealistic and violates the legal principle of
proportionality.« (Šturm et al. 2002, 402). Accordingly, any move on
the part of the state involving disproportional prohibition of crypt-
ography or anonymous mail servers could represent an invasion of
the constitutionally guaranteed privacy of communication (Šturm et
al. 2002, 395).

The right to privacy of communication is also dealt with in Article
150 of the Penal Code prescribing sanctions for the violation of the
secrecy of means of communication. This article prohibits unautho-
rized opening of letters and other post and interception of messages
transmitted via telecommunication networks, or reading of their
contents without opening a letter or other post. Similarly, it prohibits
unauthorized acquaintance with the content of a message transmit-
ted by telephone or other telecommunication equipment, as well as
unauthorized forwarding of someone’s letter to a third party. Article
151 further prohibits the publication of private communication with-
out consent of the authorized person.

Privacy of communication may only be invaded on court order
and if such an invasion is deemed necessary for the purpose of crim-
inal proceedings or in order to protect the security of the state. In
Slovenia, this area is regulated by the Criminal Proceedings Act and
the Slovenian Intelligence and Security Agency Act and carried out
by the police or Slovenian Intelligence and Security Agency (SOVA).
Unlawful invasions of the privacy of communications are prohibited
and sanctioned. Article 130 of the Telecommunications Act deals with
surveillance of telecommunications. Among other things it specifies
that telecommunication operators must ensure, at their own ex-
penses, adequate software and suitable interfaces. Article 50 of the
Postal Services Act prescribes that providers of postal services
should enable an authorized body to access, on the basis of a court
order, the content of post. Both telephone operators and providers
of postal services must ensure an indelible record of such moves.

The powers of authorized state bodies regarding intrusions into
privacy differ. Article 151 of the Criminal Proceedings Act specifies
that surveillance of communications and messages, eavesdropping,
secret monitoring, following and recording are permitted in the case
of the following criminal offences:

M A T E J K O V A Č I Č

7 8



- criminal offences against the security of the Republic of Slovenia
and its constitutional order and criminal offences against human-
ity and international law, punishable by imprisonment of up to five
years;

- kidnapping, unauthorized production and traffic of drugs,
enabling others to take drugs, extortion, unjustified taking or giv-
ing of presents, forgeries, money laundering, smuggling, receiving
or giving of bribes, associating for criminal purposes, prohibited
production or trafficking of weapons or explosive substances, and
hijacking of a plane or a ship;

- other criminal offences punishable by imprisonment of eight years
or more.
(Article 151 of the Criminal Proceedings Act)
The Slovenian Intelligence and Security Agency Act lists the follow-

ing cases in which surveillance of letters and control over and
recording of telecommunications is allowed (excluding eavesdrop-
ping within facilities):
… if there is a probability that the security of the state is threatened

through: 
- secret activities aimed against its sovereignty, independence,

integrity or strategic interests;
- secret activities, plans and preparations for the realization of

international terrorist acts against the Republic of Slovenia and
other forceful acts against state bodies and individuals holding
public functions in the Republic of Slovenia and outside it;

- forwarding to an unauthorized person outside Slovenia data and
documents which are categorized as classified in the Republic of
Slovenia;

- preparations for an armed attack on the Republic of Slovenia;
- intelligence activities of individuals, organizations or groups car-

ried out to the benefit of foreign countries;
- international organized criminal activities;

and there are grounds to expect that a specific means of telecom-
munication is used in connection with such an activity or that it will be
used, whereby it is possible to conclude that intelligence cannot be
obtained in another manner, or that by obtaining intelligence in
another manner the lives and health of people would be jeopardized.
(Article 24 of the Slovenian Intelligence and Security Agency Act).
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While the Criminal Proceedings Act includes a detailed list of crim-
inal offences and cases in which privacy of communications may be
invaded, the Slovenian Intelligence and Security Agency Act is not as
specific. For example, it stipulates that state security is threatened
by »activities aimed against … the strategic interests of the Republic
of Slovenia,« but experts draw attention to the problems potentially
arising from such a wording which enables loose interpretations of
»strategic interests« in contrast to other precisely defined criminal
offences. This could result in SOVA acquiring too easily a court war-
rant for communications interception.50 An important provision is
that SOVA is obliged to inform the prime minister about its activities,
as well as the president of the republic, the president of the National
Assembly and other ministers if these activities are related to their
fields of competence (Article 6 of the Slovenian Intelligence and
Security Agency Act). SOVA does not prosecute criminal offenders. If
it deals with a suspected criminal offence, it must provide informa-
tion about it to the director general of the police force and the pub-
lic prosecutor in accordance with Article 8 of the same act. It seems
that it is precisely the wording of Article 24 of the act that enables
potential abuse on the part of SOVA. 

Privacy of information

Privacy of communications is closely related to the protection of per-
sonal data, or privacy of information. Unfortunately, the conditions
within this area seem to be much worse. Although privacy of infor-
mation is relatively well regulated by existing legislation, the prob-
lem is a serious disorder in practice, even though this field is subject
to supervision by inspection agencies. 

The protection of privacy of information is guaranteed by the
Constitution. Furthermore, article 154 of the Penal Code stipulates
sanctions and prohibits any use of personal data that is in contra-
vention of the law, or any intrusion into an electronic database for
the purpose of obtaining some item of information for personal use
or for the use of a third party. In addition, Article 225 prohibits un-
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authorized access to an unprotected database, modification and
copying of its content or insertion of viruses. The conditions under
which personal data may be gathered, processed and used are regu-
lated by a separate law – the Personal Data Protection Act. In addi-
tion, Slovenia also applies the provisions contained in the Conven-
tion for the Protection of Individuals with Regard to Automatic Pro-
cessing of Personal Data ratified in 1994. The Convention and the
said Act stipulate that everything that is not explicitly allowed in con-
nection with data gathering and processing is prohibited. The first
version of this act was adopted in 1990, with amendments dating
from 1999 and 2001. Its provisions pertain to personal data exclu-
sively, that is to say, the data that reveal the properties, state or rela-
tionships of the individual. Among other things it also prescribes the
conditions under which processing of these data is allowed, then the
rights of the individual relating to his/her personal data, the condi-
tions under which these data can be taken out of the country and the
supervision of personal data protection.

Article 3 stipulates that personal data can be gathered, stored and
processed only if such gathering, storage or processing is pre-
scribed by the legislation (by-laws excluded) or if the database
administrator obtains written consent from the individual in ques-
tion. Persons whose personal data are gathered must be acquainted
in advance with the purpose of data gathering (by giving written
consent, or such a purpose must be prescribed by the legislation),
while personal data can be gathered only for the purposes so
defined (Article 9). In principle, personal data can be gathered and
stored for only as long as needed to attain that objective (Article 10),
and deleted or blocked once this objective is attained. Exemptions
must be defined in the legislation.

The Convention for the Protection of Individuals with Regard to
Automatic Processing of Personal Data is even stricter in this respect,
since it envisages security measures aimed at ensuring that data are
stored for specific and lawful purposes exclusively and that only
data that are adequate, relevant and not excessive with regard to the
purpose are processed (Šturm et al. 2002, 411).

The Personal Data Protection Act defines in detail the duties of the
personal data administrator. Article 8 thus stipulates that personal
data may only be acquired directly from the individual in question,
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except in special examples which must be defined in the law. The
same article further prohibits the use of the same linkage symbol in
databases maintained in the areas of public security, state security,
defence, judiciary and health. The linkage of these databases is
allowed only if there is a legal basis or the individual has given
his/her written consent. The manager of such a database must
enable free of charge access to and copying of personal data to an
individual within 15 days of receiving such a request, or must supply
a printout of these data within 30 days of receiving such a request. If
a manager of such a database fails to fulfil this obligation, he must
provide a written explanation of the reasons for failing to do so. The
30-day deadline is also applicable to the provisions in Article 18,
stipulating that the list of recipients who received the personal data
of an individual must be supplied at the request of that individual. 

If an individual provides evidence that his/her personal data were
gathered in contravention of the law, the database owner must
delete these data or update them, or correct them if the data were
incomplete or inaccurate. The costs are borne by the database
owner. The database owner must also keep a separate catalogue for
each database, which contains, among other things, a detailed
description of the kind of data that are gathered and the manner in
which they are gathered, the purpose of their use and the duration
of storage, the list of users of these data and a description of how
these data are secured (Article 15). Furthermore, the Ministry of
Justice, which is responsible for the protection of personal data,
must keep a register of all databases containing personal data.
Information in this register is provided by database owners (Article
16).51

Personal data can be taken across the border only to those coun-
tries in which personal data protection regulations cover foreign
citizens as well, unless the individual gives written consent to take
his/her personal data out of the country and is acquainted with
potential consequences (Article 24). According to Article 4, the trans-
fer of certain delicate types of personal data (e.g. those that pertain
to race or origin, political, religious or other orientation, affiliation 
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with a trade union, sexual orientation, criminal offences or medical
details) via telecommunications channels is allowed only if data are
encrypted and protected with a digital signature.

In special cases pertaining to national security, defence, public
security, prevention, discovery and prosecution of criminal offend-
ers, the right of the individual to access or copy gathered data may
be restricted. The law also prescribes that the implementation of
these legal provisions will be supervised by the Inspectorate for
Personal Data Protection, which is obliged to submit an annual
report on its work to the Ministry of Justice and the Human Rights
Ombudsman.

In its 2001 annual report, the Inspectorate noted an increase in the
number of complaints and initiatives on the part of individuals in the
period 1996–2001. This points to a growing awareness about privacy
rights. The report further contains a conclusion that the majority of
violations result from insufficient knowledge or misunderstanding
of particular provisions in the Personal Data Protection Act (Bogataj
2001, 18). The following types of violations have been noted: failure on
the part of database owners to supply required information to the
Ministry of Justice, inadequate protection of personal data, deficient
records about the forwarding of personal data to other users, occa-
sional supply of personal data to unauthorized users (e.g. in hospi-
tals or medical centers). The Inspectorate further identified several
cases of unauthorized gathering of data not grounded in legislation
or carried out without obtaining written consent from the individual
(e.g. video surveillance in public facilities if images are stored and
used to build a database of personal data), excessively long periods
of personal data storage, or storage of an excessive amount of per-
sonal data. In principle the public sector may process only personal
data prescribed by the law, unless the law prescribes that data gath-
ering is subject to written consent by the individual. In contrast, the
private sector can also process those types of personal data that are
not mentioned in the law, but it must obtain consent in writing from
individuals. The Inspectorate for the protection of personal data has
thus concluded that in practice there are many examples of extor-
tion and gathering of excessive personal data (Bogataj 2002, 20–21).
It has further established that database owners frequently infringe
the rights of individuals by preventing them from accessing, copying
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or printing out their personal data, and by not fulfilling their obliga-
tions to correct or delete personal data on request.

A review of the register of databases containing personal data
found on the web site of the Ministry of Justice at the end of 200252

showed that only one Internet access provider supplied information
about personal databases, and was later joined by another one.

Internet access providers can collect personal data on the basis of
the contract signed by the user, but they should nevertheless inform
their users about certain facts, such as which personal data will be
gathered (including data that is stored in log files), for what purpose
and for how long these data will be stored. To our knowledge, most
Internet users are unacquainted with these details. The second para-
graph of Article 131 of the Telecommunications Act specifies that for
the purpose of accounting and until the service is paid or the dead-
line for a delayed payment expires, the operator may store data
needed to calculate the cost of the service provided. However, we
could establish that log file data are stored longer than prescribed,
as well as that data pertaining to users who do not pay for Internet
access or pay a fixed price are stored. EU Directive 2002/58 enables
member states to store any kind of traffic data for a limited period
of time. A measure that is currently under preparation will oblige
member states to legally bind telecommunications providers to
store traffic data from 12 to 24 months (Možina 2002, 4). These data
will be (are already) avialble to state authorities on the basis of court
order. The problem involved is that such a rule enables the state to
have an »(excessive) overview of the activities of users who are not
suspects« (Možina 2002, 4). 

Another question related to the Internet is which data gathering
qualifies as non-excessive data gathering, particularly if the purpose
of data gathering is not known. Certain Internet access providers
and service providers (e-mail and web providers), gather a multitude
of personal data including those that may indicate the social or eco-
nomic status of the individual. It should be stressed that the law only
allows the gathering of data supplied directly by the individual in
question, so the gathering of certain other data, for example, those
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about an individual’s relatives, is unlawful. Similarly, the question
about the quality of personal data protection seems reasonable,
since one cannot know whether the internal documentation held by
Internet access providers contains descriptions of relevant organi-
zational, logistic and technical procedures for data protection. 

So far there has not been recorded any request by an Internet user
to view his/her personal data or to copy them. Article 18 of the
Personal Data Protection Act stipulates that the database owner will
bear the costs arising from such a request. But are Internet access
providers organizationally and technically capable of fulfilling these
legal obligations? Given the technical peculiarities of the Internet,
consideration of amendments to the existing legislation would also
seem to be in order. Such amendments should be aimed at ensuring
that the transfer of personal data via an unprotected medium such
as the Internet is always secured through the use of cryptographic
methods and perhaps also digital signatures.

Similar questions emerge in relation to the on-line gathering of
data and registration of software packages. In addition to the fact
that users are frequently not acquainted with the purpose of data
gathering and the duration of data storage, data are often trans-
mitted without protection and forwarded to foreign countries. The
law explicitly prescribes written consent, but meeting this obligation
in practice is not easy in the case of the Internet. Article 15 of the
Electronic Business and Electronic Signature Act stipulates that a
secure electronic signature,53 one which is confirmed by an authen-
ticated certificate, is equal to a signature in one’s own hand, but the
use of electronic signatures in Slovenia has not yet become estab-
lished in practice. 

The reasons mentioned above make it necessary to ensure, as
soon as possible, consistent protection of personal data in the area
of the Internet, but also certain amendments to the existing legisla-
tion would be needed, in particular those parts prescribing written
consent. As a matter of fact, the implementation of this rule has
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proved to be too complicated in cases involving on-line data.
Furthermore, it would be sensible to define other conditions for the
protection of certain types of on-line data, since owing to their
nature these data should be publicly accessible even though the
supervision of access to these data is not possible for practical rea-
sons (we primarily have in mind information about the owners of
Internet domains and DNS record). Also those types of data that are
not strictly personal should be legally protected, for example, elec-
tronic traces on publicly accessible computers. 

It would also be necessary to think about a mechanism for ad-
equately preventing the private sector from gathering unnecessary
data and making cartel agreements. The present arrangements
could lead to a situation in which companies offering certain ser-
vices could agree to offer their services exclusively to those users
who consent in writing to data gathering on a large scale. In such a
case, those users who decline to give such consent would be left with-
out access to these services.

Another issue that should be considered is the standardization of
organizational, logistic and technical procedures for data protec-
tion. In the report mentioned earlier, the Inspectorate for Personal
Data Protection stated that personal data protection within the
police was satisfactory (Bogataj 2002, 10). Perhaps their system of
protection could serve as a model. At any rate, protection should
include the supervision of access and the possibility of establishing
who accessed which data, when, in what manner, and for what pur-
pose. The use of cryptography and physical protection would enable
the prevention of unauthorized access.

Organizational issues make the prevention of data gathering in
certain areas unrealistic, but one condition that must be fulfilled is
to make data gathering and use a transparent process and thus
reduce the possibility of abuse to a minimum. The task of the legis-
lation is to set the game rules that must be followed. Therefore, it
would seem sensible to consider strengthening the staff of the
Inspectorate for Personal Data Protection.

M A T E J K O V A Č I Č

8 6



CONCLUSIONS

According to Beniger, the revolution in surveillance perpetuates
itself and three factors make this possible. The energy utilization,
the speed of information processing and control technologies coe-
volve in a positive spiral – advances in any one factor cause or
enable improvement of others. One should not overlook techno-
logical advances, since technological innovations trigger the need
for ever new technological innovations (Beniger 1986, 433–434). This
opens new possibilities and creates new needs for surveillance. Data
gathering technologies are a typical example. They caused the need
for data storage technologies, while increased memory capacities
created possibilities for improved and extensive data gathering
methods.

These are the reasons why surveillance will continue to increase
over time, with this trend very likely being impossible to reverse.
Another issue is whether it would be sensible to reverse it. The issue
of privacy oscillates incessantly between totalitarianism and an-
archy, so the question is not to which side to tip the scale, but how to
strike the right balance. It is important that the surveillance society
should not become a totalitarian society. Accordingly, protective le-
gislation which would make surveillance a transparent process is of
outstanding importance, as is democratic supervision of surveil-
lance. As our study has shown, one of the most dangerous dimen-
sions of surveillance is its panoptic effect. The only efficient means
of countering it is strong protection of civil and political liberties,
particularly freedom of speech and freedom of political action.
Privacy should by no means be reduced to an individual or individu-
alistic level, but should be considered within a wider context of civil
liberties. Privacy is one of the fundamental conditions for active citi-
zenship, but the ultimate objective of protective legislation should
not become a type of privacy that leads to individualism and isol-
ation from society, but privacy that leads to active citizenship. While
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some understand the right to privacy as generally having an expli-
citly negative status, meaning the right of the individual to be left
alone, the privacy of communications, which is closely related to the
privacy of personal data, brings with it an equally important value –
the establishing and maintenance of contacts with others. In 1981 the
US Supreme Court noted that the right to privacy is important
because it accelerates the exchange of information with others, and
not simply because it ensures independence and isolation (Šturm et
al. 2002, 392). This, precisely, is one of the preconditions for active
citizenship.

The determination of the limit to which the state and other indi-
viduals are allowed to intrude into personal matters constitutes one
of the challenges that will be repeatedly confronted in the future.
The struggle for individual rights and the development of democrat-
ic culture and technology will alternately tip the scales to one side or
another. This cannot be prevented, since these areas are connected
with change and development in an essential way. But we should
continually strive to strike the right balance, and this is the point at
which law and society need to keep pace with technological devel-
opments.
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GLOSSARY

Algorithmic surveillance: data analysis using complex algorithms
and enabling automatic identification and monitoring.  

Back door: an entry point used by an attacker to execute remote con-
trol over a computer via the Internet.

Biometry: a process of collection, processing and storage of data
about the physical characteristics of individuals for the purpose of
their identification.

Browser’s cache, web caching: a cache memory of the Internet brows-
er storing frequently accessed static information on the web page,
e.g. images. Exploited in timing attack technique.

Browser’s chattering: exchange of information about the user
between an Internet browser and a web server.

Brute force attack: in computer contexts this term is used to denote a
method of breaking password relying on the testing of all possible
combinations of passwords. It requires a lot of processing time
and is relatively inefficient.

Carnivore: an application used by the US state agencies to intercept
Internet traffic. The official name of the system is DCS1000. The
system has been in use in the US since 2000.

CCTV (Closed Circuit Television): surveillance cameras.
Cleartext, plaintext: unencrypted message.
Cryptoanarchy: a term related to the wide use of public encryption

keys. Some authors believe that eavesdropping and control of
information will become impossible because of the use of this tech-
nology.

Cryptogram, cyphertext: encrypted text.
Cryptology: the science of secrecy, encryption and decryption of

encrypted data (cryptanalysis). Symetric cryptography: one and
the same key is used to encrypt and decrypt messages. Asymetric
cryptography: a key used to encrypt data is different from the one
used to decrypt it.
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Cookies: small data packages sent by a web server to an Internet
browser and stored on the local computer. These data can be
retrieved by the web server.  Session cookies expire once the ses-
sion is concluded, i.e. when the user exits the browser. Persistent
cookies last longer, even for years. The first-party cookies are
cookies sent by a web page that is visited, while the third-party
cookies are sent by other web pages hosted by the visited web page,
usually owned by advertising agencies.

Cult of the Dead Cow: a group of hackers who in 1998 published a
Trojan horse named Back Orifice, an application used to take con-
trol over a remote computer. 

Data mining: an array of statistical and mathematical methods used
in the analysis of huge databases and search for patterns within
these. 

Dataveillance: surveillance based on dispersed data collection; these
data can be collated. 

Spider, worm, harvester: a software application for data collection
on the Internet; often used to collect electronic addresses. 

DES (Data Encription Standard): one of the most widely used coding
algorithms in civil spheres, used mainly in banking; the shortcut
that could lead to the breaking of this algorithm is known to the US
military. 

Dictionary attack: searching for passwords through the elements
prepared in advance, usualy the words frequently used in a given
language.

Differential Power Analysis: one among tempest techniques, used to
break encryption keys. 

Distributed data processing: a processing of data by many compu-
ters connected via the Internet in which each computer processes
one part of information. The aggregate processor capacity is thus
increased enormously. 

DNS (Domain Name System): a system that converts domain names
into corresponding IP addresses. Developed in 1983 at the
University of Wisconsin. 

Dossier society: a society which keeps record of every individual. 
ECHELON: a system originally designed to intercept communica-

tions from the former Soviet Union, China and other communist
countries; now used for the interception of civil communications. 
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Electronic trace: routinely stored information pointing to the activi-
ties of some individual or a trace left behind by an individual in vir-
tual space. 

Encryption key: the value of the parameter in an encryption algo-
rithm used to convert plaintext into  cyphertext. In asymmetric cryp-
tography two types of keys are in use: private key and  public key.

Environment variables: data about the local environment of an
Internet user sent to web page administrators (e.g. type of the
browser used, operating system etc.) 

Face-recognition system: a biometric methods used in the USA to
track down criminals and missing persons. 

Factoring: a mathematical procedure which searches for prime
number factors of the given key. This procedure can be used to
break private encryption keys. 

Fingerprint of a string: a unique number of a fixed length calculated
from a character string of an arbitrary length. Used with digital
signatures.

Firewall: an interface between the local user and the network de-
signed to prevent unauthorized access to or from a local network.

GIS databases: Geographical information system database. Can be
linked to other databases and satellite images. 

GUID (Global Unique Identifier): an identification number inserted
into all Microsoft Word 97 documents enabling identification of
the author. 

Hollerith machine: a device for data processing invented by Herman
Hollerith towards the end of the 19th century; first used in 1890
census in the US.

ICMP (Internet Control Message Protocol): a protocol for the
exchange of control messages on the Internet. 

IP address: computer’s virtual address in the network. An IP address
is either fixed or dynamic. 

Java: object-oriented programming language by Sun Microsystems
widely used and thus suitable for Internet applications.

JavaScript: a programming language by Netscape used on the
Internet. 

Keyboard-sniffing program: a program which intercepts keyboard
input; mainly used to steal passwords. Magic Lantern: a special tool
for keyboard sniffing, developed and used by the FBI. 
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Live update: automatic update of software applications and anti-
virus samples.

Log file: a journal file for the storage of data about the activities of
the user. 

Magnetic force microscopy: a method based on the exploitation of
thermal contraction and expansion enabling the reconstruction of
overwritten data using electronic microscope. 

NAT (Network Address Translation): an interface enabling several
users to access the Internet using one IP address. Sometimes
referred to as masquerade.

Non-recoverable erasure of data: a special method for permanent
erasure of data so that they are not recoverable even using the
method of magnetic force microscopy. The method was developed
by Peter Gutmann and it requires 35 passes using a special proce-
dure. 

One-time password: a password that can be used to access a system
only once.

Packet sniffing: this technique is used to monitor and analyze traffic
on other computers. Packet sniffing used to be very popular with
Ethernet networks (promisc sniffing), since initially each compu-
ter located in a specific segment of an Ethernet network could con-
trol traffic on all other computers in the same network segment.
However, this technique is not imperceptible. Today, data intercep-
tion is effected mainly by monitoring the router traffic.

Panoptic effect: an effect of asymmetrical or hierarchic surveillance
which produces uncertainty leading to voluntary subjection of
individuals.

Panopticon: a prison plan presented to the British government in
1791 by Jeremy Bentham. The plan had never been realized.
Foucault used Bentham’s idea to develop his theory of the
Panopticon, a political technology based on sublime coercion and
enabling the maintenance of power. 

Password sniffing: interception of packages containing user names
and passwords. 

Personalized link: user-specific link to a specific web page; often
linked to an e-mail address and used to monitor user’s response. 

Plain text: unencrypted text; this format is used in electronic mes-
sages. 
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PGP (Pretty Good Privacy): a program written by Phil Zimmerman in
1991; intended for the encryption of messages on personal com-
puters. 

Portal: an Internet entry point containing links to other pages and
other useful information.  

Privacy statement: a statement published on the web page by a web
page owner usually stating what data are collected and for what
purpose.

Profiling:  a methods used to categorize individuals on the basis of
their characteristics.  

Proxy: an interface between the local computer and the Internet
which sends requests for access to Internet pages on behalf of the
local user and forwards information received from a web page to
the local user. An anonymous proxy is a type of this interface that
does not store data about the local users and thus enables ano-
nymous browsing. Roughly, two kinds of proxies are in use: stand-
alone anonymous proxy and web-based anonymous proxy. 

Relay server: a server forwarding electronic messages on their route
from the sender to the recipient. The EU legislation specifies that
relay servers must delete messages as soon as these are forward-
ed. 

Remote wiretapping port: a port enabling wiretapping within the
telecommunication network.

Responsegraphic: a graphic representation of statistical response
e.g. of consumers to advertisements..

RSA: an asymmetric encryption algorithm developed in 1997 by
Rivest, Shamir and Adleman. It is one of the most popular encryp-
tion algorithms; implemented in PGP. 

SATAN (Security Administrator’s Tool for Analyzing Networks): one
of the first freeware programs used to detect security holes in a
computer system either via the Internet or local network. 

Satellite surveillance: surveillance based on satellite images used for
military and civilian purposes. 

Spam Assassin: a software application that intercepts spam (unso-
licited) mail. The program accords certain number of points to
each message, with the higher number of points denoting higher
probability that the message is spam. Identification criteria are
user definable.
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Spyware, E. T. application: programs intended for the collection of
data about a user; mainly used for collecting marketing informa-
tion. 

SSL (Secure Sockets Layer): a protocol enabling encrypted connec-
tion between the client and the server; used in electronic banking
or on-line shops. 

Steganography: a technique of message hiding (e.g. within graphic,
audio or text files). Steganography can be used to implement a
digital watermark or digital serial numbers.

Surveillance revolution: exploitation of surveillance made possible
by the 20th century technologies; often compared to the industrial
revolution of the 19th century.

Surveillance society: a society which has maximized surveillance of
individuals; the term was proposed by Webster.

Swap file: a swap file is a temporary memory file stored on the disk
which can be retrieved later. By wiping this file it is possible to pre-
vent the retrieval of data when the computer is switched on again. 

Tempest prevention font: special fonts used to prevent an attacker to
reconstruct a sufficiently clear picture of the screen using tempest
attack.

Timing Attack: one among the tempest techniques, used to break
encryption keys based on the measuring of time needed to process
data. 

To wiretap friendly: a term denoting wiretapping capabilities of mod-
ern telephone exchange systems enabling simple wiretapping. 

Trojan horse: a malicious application usually pretending to be an
ordinary program while using hidden functions to invade the sys-
tem. In contrast to viruses, it does not reproduce on its own. 

Vehicle Recognition System: identification of vehicles on the basis of
surveillance camera footage. 

Virus: any program or code designed to cause harm or overtax a
computer system and reproducing on its own. Two types of viruses
are in use: destructive and instructive. 

»Warchalking«: a system of signs used by network invaders to mark
spots from where one can access wireless networks. 

Wiping of files: a method of file removal preventing later retrieval of
the data. Wiped data cannot be retrieved as these are usually over-
written with new data.
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Web bug: an image usually 1 x 1 pixel in size used for tracing the
users on the Internet. 

WEP (Wired Equivalent Privacy): an encryption algorithm used in
wireless networks. 

Wireless LAN network: wireless local networks usually based on
802.11.b protocol.  
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